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FOREWORD

Dear researchers and colleagues,

It is with great pleasure and pride that we present to you the proceedings of the XIV Conference 
on Region, Entrepreneurship and Development (RED). Since its inception, the RED conference 
has been an important platform for bridging the gap between academic research and practical 
solutions to the pressing challenges facing our regions and societies. Over the years, the 
conference has fostered dialogue, stimulated innovation and contributed to the development of 
policies and practises that drive sustainable development.

This year’s proceedings of the RED XIV conference include 31 papers by researchers from 
Austria, Bosnia and Herzegovina, Croatia, Portugal, Slovenia, Serbia, Spain and Turkey. Their 
joint work reflects the interdisciplinary and international spirit of the conference.

The papers address critical issues such as healthcare efficiency, regional economic disparities, 
the impact of macroeconomic variables on well-being, digitalisation and the rural-urban divide, 
and the changing landscape of local governance. Particular attention was paid to the intersection 
of technology and development, with research on artificial intelligence in start-ups, industry 
readiness for Industry 4.0 and the adoption of augmented and virtual reality.

All submitted articles have undergone a double-blind peer review process to ensure the highest 
scientific standards. We would like to thank our reviewers, whose expertise and commitment 
have contributed significantly to the quality of this publication.

At a time characterised by economic uncertainty, geopolitical instability and rapid technological 
change, collaboration between academia and industry is more important than ever. We are 
convinced that the research presented here will not only add to academic knowledge, but also 
provide valuable insights for policy makers, practitioners and all those involved in shaping the 
future of our regions.

We thank all contributors for their commitment and passion, and we look forward to the 
continued growth and impact of the RED conference.

With best regards,

Anamarija Delić, PhD 
Chair of the Organizing committee 

Sunčica Oberman Peterka, PhD 
Chair of the Program Committee 





REGION

RED
2025
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A scientific paper 
Borna Buljan 
University of Zadar, Croatia 
E-mail address: bbuljan@unizd.hr 
 
Krešimir Žnidar, Ph. D. 
EFFECTUS University of Applied Sciences, Croatia        
E-mail address: kresimir.znidar@prizmacpi.hr 
 
 
ECONOMIC ACTIVITY IN CROATIA: INSIGHTS FROM REGIONAL 

LEVELS 
 
 

ABSTRACT 
 

The aim of this paper is to synthesize perspectives from various scholarly domains by 
examining the concept and fundamental characteristics of economic activity. Within this 
framework, the phenomenon of established businesses that change their principal economic 
activity, thereby contributing to the transformation of the economic structure, represents a 
significant yet underexplored area. Analyzing these transitions provides valuable insights into 
the complex interplay of individual, organizational, and environmental factors. 
To achieve this, the paper adopts a contextualized approach, drawing on three distinct 
regional entrepreneurial ecosystems in Croatia (Istria, Zadar, and Vukovar-Srijem counties) 
which vary in their levels of socio-economic development. Descriptive statistical analyses of 
data obtained from the Croatian Bureau of Statistics offer insights into the trends and 
transitions among established businesses that have changed their principal economic activity, 
as defined by the National Classification of Activities 2007 - NKD 2007. In addition, a one-
way analysis of variance (ANOVA) was conducted to identify temporal disparities in these 
transitions. Together, these methods enable an assessment of the extent to which such changes 
align with regional development goals. 
The findings reveal regional disparities in sectoral transitions and emphasize the influence of 
region-specific development strategies, firm-level attributes, and institutional support on the 
timing and nature of these changes. This paper advances the understanding of how 
established businesses contribute to regional economic transformation and offers important 
insights for policymakers aiming to foster economic resilience and innovation.  
 
Key words: Economic activity, established businesses, regional disparity, National  
                  Classification of Activities, ANOVA 
 
 
1. Introduction 
 
The distribution of businesses across economic sectors is essential for understanding socio-
economic development. This topic is relevant across disciplines such as economics, 
sociology, and geography, as economic activities shape community dynamics. 
Entrepreneurship plays a crucial role in job creation and innovation, with established 
businesses contributing to economic growth (Pilkova & Kovacicova, 2015). However, 
traditional economic analyses often emphasize start-ups and business closures, overlooking 
the dynamics of established businesses. 
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The academic literature does not offer a universally accepted definition of an established 
business (Guerrero et al., 2021). Usually, businesses that have been operating for more than 
42 months are classified as established, according to the Global Entrepreneurship Monitor 
(GEM) framework (Global Entrepreneurship Research Association, n.d.). 
 
In Croatia, structural economic changes have been the subject of extensive research, 
highlighting trends such as tertiarization and deindustrialization, alongside pronounced 
regional disparities (Peračković et al., 2023; Croatian Chamber of Commerce, n.d.). However, 
the role of established businesses in driving or adapting to these transitions remains 
underexplored. In particular, there is a lack of regionally contextualized insights into how and 
when established businesses alter their principal economic activity. Examining economic 
fluctuations from the perspective of established businesses reveals complex interactions 
among individual, organizational, and environmental factors that shape both business 
behavior and broader economic outcomes. 
 
To this end, the paper analyzes industrial transitions among established businesses in Croatia, 
with a focus on regional variation. Using statistical analysis of official data, it highlights 
disparities across regions and examines how these transitions align with broader development 
objectives. The findings offer valuable insights for policymakers engaged in regional 
economic planning. 
 
Accordingly, the main research question guiding this paper is: How do established businesses 
in different Croatian regions change their principal economic activities, and what contextual 
factors influence the timing and direction of these transitions? 
 
To address this question, the paper pursues the following objectives: 

 To analyze regional disparities in the frequency of industrial transitions among 
established businesses in Istria, Zadar, and Vukovar-Srijem counties; 

 To examine the timing of these transitions in relation to business characteristics (e.g., 
legal form, ownership type, capital origin); 

 To explore the extent to which these transitions align with regional development 
strategies. 

 
The paper is organized into four sections. The second section reviews the existing literature to 
establish the paper’s conceptual foundation. The third outlines the research methodology and 
presents the results, detailing the analytical techniques used and the key findings. The final 
section offers conclusions and provides recommendations for future research. 
 
 
2. Literature review 
 
2.1. Economic activity                               
 

2.1.1. The concept and basic characteristics of economic activity                   
 
Economic activity is defined as “a combination of resources such as capital goods, labor, 
production techniques or intermediate products for the purpose of producing goods or 
services” (Croatian Bureau of Statistics, n.d. a). Such activities are fundamental to economic 
production, employment, and overall growth. The structure of an economy plays a key role in 
assessing economic development (Corvellec et al., 2022; Granovetter, 2018). The literature 
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2. Literature review 
 
2.1. Economic activity                               
 

2.1.1. The concept and basic characteristics of economic activity                   
 
Economic activity is defined as “a combination of resources such as capital goods, labor, 
production techniques or intermediate products for the purpose of producing goods or 
services” (Croatian Bureau of Statistics, n.d. a). Such activities are fundamental to economic 
production, employment, and overall growth. The structure of an economy plays a key role in 
assessing economic development (Corvellec et al., 2022; Granovetter, 2018). The literature 

emphasizes the importance of a contextualized approach in examining the relationship 
between economic structure and growth, particularly given the uneven geographical 
distribution of economic activities (Hidalgo, 2021; Henderson et al., 2018). Moreover, 
diversification of economic structures can enhance stability and foster job creation (Lashitew 
et al., 2021; Surya et al., 2021), whereas specialization may promote growth but also entails 
risks of instability and unemployment (Hassink & Gong, 2021; Kemeny & Storper, 2015). 
 
Analyzing economic activity data at the micro level is essential for evidence-based 
policymaking (van Zanten & van Tulder, 2021). In Croatia, the Croatian Bureau of Statistics 
(CBS) provides official statistical data in accordance with international standards. The CBS 
maintains the Register of Business Entities (Register) and issues classification notices to 
businesses upon registration, based on the National Classification of Activities (NKD). 
 

2.1.2. Change of economic structure 
 
Structural change in the economy involves shifts in production and employment across 
sectors (Matthess & Kunkel, 2020; Święcki, 2017). Understanding the drivers of such change 
is complex. As van Neuss (2019) notes, structural shifts are influenced by changes in income, 
relative (sectoral) prices, input–output linkages, and comparative advantages arising from 
globalization and trade. Technological innovation plays a key role by enhancing productivity 
and product quality, thereby aligning production closely with evolving consumer needs (Pan 
et al., 2022; Krüger, 2008). Demand- and supply-side factors, including income levels, 
sectoral price shifts, and consumer preferences, further affect resource allocation (Comin et 
al., 2021; Matsuyama, 2019). In addition, globalization, deindustrialization, and urbanization 
reshape economic structures by encouraging specialization and productivity gains (Kellner & 
Kellner, 2021; Peneder & Streicher, 2018). Finally, public policy and institutional frameworks 
exert an influence on the direction and pace of economic transformation (Coase, 2025; 
Teixeira & Queirós, 2016). 
 
Croatia’s economic structure has been shaped by ongoing demographic and societal 
transformations. Research highlights key issues such as rising demand for services (Vizek et 
al., 2023; Gričar et al., 2021). These changes have influenced socio-professional hierarchies 
and labor market dynamics (Peračković et al., 2023), while economic analyses point to the 
expanding tertiary sector and the growing regional concentration of economic activities 
(Mikulić, 2024; Braičić & Lončar, 2018). The Croatian economy remains oriented toward 
low-skilled service sectors, particularly tourism, which raises potential socio-economic 
vulnerabilities (Funda et al., 2023). The National Development Strategy of the Republic of 
Croatia 2030 seeks to address these challenges by promoting smart specialization in export-
oriented sectors such as information technology, energy, and manufacturing, while also 
prioritizing balanced regional development. To this end, tailored economic policies are 
needed to address the distinct needs of different regions (Singer et al., 2024; Marošević, 
2021). 
 
2.2. Established businesses                               
 

2.2.1. The concept and basic characteristics of established businesses                   
 
The GEM framework emphasizes distinct characteristics between nascent and established 
businesses. According to Guerrero et al. (2021), a business is considered established if it 
meets one or more of the following criteria: sustained operation over time, demonstrated 
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stability and market presence, or affiliation with a relevant demographic group. These criteria 
reflect temporal, structural, sectoral, and demographic dimensions of business activity. 
 
The behavior of owner-managers, particularly in relation to innovation and competitive 
advantage, has been extensively examined, with human capital identified as a key factor in 
decision-making processes (Expósito et al., 2023; Širec & Močnik, 2018). Education plays a 
critical role in enhancing entrepreneurial competencies, underscoring its importance for long-
term business sustainability (He et al., 2024). Innovation has become increasingly important 
for maintaining competitive advantage, and research suggests that gender also influences 
patterns of entrepreneurial behavior (Huang et al., 2022; Širec & Močnik, 2015). 
 
Regarding performance outcomes, research suggests that established businesses tend to be 
more innovative than start-ups (Dinesh & Sushil, 2021; Snihur & Wiklund, 2019). However, 
some studies argue that they may exert a negative impact on economic growth (Gaba & Gaba, 
2022; Meyer, 2017). 
 

2.2.2. Established entrepreneurs and changes of economic structure                   
 
Entrepreneurs often face challenges that prompt them to abandon existing businesses or shift 
to new business areas (Kuosmanen & Kuosmanen, 2024). Several factors can influence these 
decisions, including regional industry diversity, trade openness, and the availability of skilled 
labor (Yu & Plummer, 2022). Government policies also play a significant role by encouraging 
transitions through various incentives or regulatory measures (Dong et al., 2024). Market 
feedback is another critical driver, as underperforming businesses are more likely to switch 
industries (Liu, 2022). 
 
In this context, established businesses often face challenges when adapting to new sectors, 
such as high switching costs and the risk of organizational inertia (Zuzul & Tripsas, 2020; 
Noseleit, 2013). Meanwhile, Neffke et al. (2018) emphasize that established businesses tend 
to reinforce regional specialization, whereas new businesses play a more prominent role in 
driving diversification. 
 
Understanding changes in the economic activities of established businesses can enhance risk 
assessment and strategic planning by improving forecasts of sectoral trends and informing 
more effective resource allocation (Foerster et al., 2022). Economic fluctuations also reveal 
patterns in employment, highlighting opportunities for job creation in emerging and 
expanding sectors (Buera et al., 2022). 
 
 
3. Methodology and results 
 
3.1. Research area                               
 
Croatia is administratively divided into twenty counties, along with the capital city of Zagreb, 
which holds the status of both a city and a county. These counties vary significantly in terms 
of economic development. Based on gross domestic product (GDP) per capita, three counties 
were selected as the focus of this research: Istria (highly developed; ranked 3rd nationally), 
Zadar (moderately developed; ranked 9th), and Vukovar-Srijem (less developed; ranked 19th) 
(Croatian Bureau of Statistics, n.d. b). 
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term business sustainability (He et al., 2024). Innovation has become increasingly important 
for maintaining competitive advantage, and research suggests that gender also influences 
patterns of entrepreneurial behavior (Huang et al., 2022; Širec & Močnik, 2015). 
 
Regarding performance outcomes, research suggests that established businesses tend to be 
more innovative than start-ups (Dinesh & Sushil, 2021; Snihur & Wiklund, 2019). However, 
some studies argue that they may exert a negative impact on economic growth (Gaba & Gaba, 
2022; Meyer, 2017). 
 

2.2.2. Established entrepreneurs and changes of economic structure                   
 
Entrepreneurs often face challenges that prompt them to abandon existing businesses or shift 
to new business areas (Kuosmanen & Kuosmanen, 2024). Several factors can influence these 
decisions, including regional industry diversity, trade openness, and the availability of skilled 
labor (Yu & Plummer, 2022). Government policies also play a significant role by encouraging 
transitions through various incentives or regulatory measures (Dong et al., 2024). Market 
feedback is another critical driver, as underperforming businesses are more likely to switch 
industries (Liu, 2022). 
 
In this context, established businesses often face challenges when adapting to new sectors, 
such as high switching costs and the risk of organizational inertia (Zuzul & Tripsas, 2020; 
Noseleit, 2013). Meanwhile, Neffke et al. (2018) emphasize that established businesses tend 
to reinforce regional specialization, whereas new businesses play a more prominent role in 
driving diversification. 
 
Understanding changes in the economic activities of established businesses can enhance risk 
assessment and strategic planning by improving forecasts of sectoral trends and informing 
more effective resource allocation (Foerster et al., 2022). Economic fluctuations also reveal 
patterns in employment, highlighting opportunities for job creation in emerging and 
expanding sectors (Buera et al., 2022). 
 
 
3. Methodology and results 
 
3.1. Research area                               
 
Croatia is administratively divided into twenty counties, along with the capital city of Zagreb, 
which holds the status of both a city and a county. These counties vary significantly in terms 
of economic development. Based on gross domestic product (GDP) per capita, three counties 
were selected as the focus of this research: Istria (highly developed; ranked 3rd nationally), 
Zadar (moderately developed; ranked 9th), and Vukovar-Srijem (less developed; ranked 19th) 
(Croatian Bureau of Statistics, n.d. b). 
 

3.1.1. Istria county                   
 
The economy of Istria County is diverse, with tourism serving as a primary driver. Other key 
sectors include manufacturing, agriculture, and eno-gastronomy, alongside recent growth in 
the information technology sector (Ministry of Economy of the Republic of Croatia, n.d. a). 
 
In 2022, Istria’s GDP per capita was €20,856, representing a 19% increase over the national 
average. The county accounted for 6% of the national gross value added (GVA), with notable 
contributions from wholesale and retail trade, transportation and storage, and accommodation 
and food service activities. By 2024, Istria had 18,400 registered businesses, primarily active 
in construction, wholesale and retail trade, and professional, scientific, and technical services 
(Croatian Bureau of Statistics, n.d. b). 
 
The entrepreneurial landscape comprised 12,805 entrepreneurs employing over 57,500 
individuals. In 2023, the region recorded a net profit of €484.6 million and an average 
monthly salary of €1,040, exceeding the national average (Financial Agency, 2024b). 
 

3.1.2. Zadar county 
 
Zadar County is a prominent nautical tourism destination. In addition to tourism, the region's 
economy is supported by food processing, fishing, mariculture, and seafaring. Zadar is also 
recognized for its agricultural productivity (Ministry of Economy of the Republic of Croatia, 
n.d. b). 
 
In 2022, the county's GDP per capita was €14,656, representing 83% of the national average. 
The county’s GVA was approximately €2 million, with key contributions from wholesale and 
retail trade, transportation and storage, and accommodation and food service activities 
(Croatian Bureau of Statistics, n.d. b). As of 2024, Zadar County had over 10,000 registered 
businesses, mainly operating in construction and accommodation and other service activities 
(Croatian Bureau of Statistics, n.d. b). 
 
The entrepreneurial landscape comprised 6,405 entrepreneurs employing 29,080 individuals. 
In 2023, these businesses generated a net profit of €390.8 million, with an average monthly 
salary of €918, below the national average (Financial Agency, 2024a). 
 

3.1.3. Vukovar-Srijem county 
 
Key economic sectors in Vukovar-Srijem County include agriculture and industry, 
particularly wood processing and food production (Ministry of Economy of the Republic of 
Croatia, n.d. c). Priority development initiatives focus on enhancing transport and logistics 
infrastructure, exploring geothermal energy resources, and advancing the regional digital 
ecosystem (Vukovar-Srijem County Development Agency, 2022). 
 
In 2022, the county’s GDP per capita was €10,845, equivalent to 62% of the national average, 
with a GVA of approximately €1.3 million. Major economic activities include public 
administration, manufacturing, and wholesale and retail trade (Croatian Bureau of Statistics, 
n.d. b). By 2024, the county had 5,751 registered businesses, with a significant concentration 
in the service and retail sectors (Croatian Bureau of Statistics, n.d. b). 
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In 2023, the entrepreneurial landscape consisted of 2,612 entrepreneurs employing nearly 
21,000 individuals. The total net profit amounted to €174.7 million, reflecting a decrease from 
the previous year. The average monthly net salary was €816, below the national average of 
€1,028 (Financial Agency, n.d.). 
 
3.2. Data and sample                               
 
The data used in this research were obtained from the Register. Although the CBS now 
classifies businesses according to the NKD 2025 system, this classification came into effect 
only on January 1, 2025. As NKD 2025 introduced structural changes, comparative data 
aligned with the previous NKD 2007 classification are not yet available. Therefore, this paper 
relies on data from an extended time series based on NKD 2007. 
The sample includes businesses that meet the following criteria: 

1. They changed their principal economic activity code between the introduction of NKD 
2007 in February 2008 and July 2024, when the data were collected; 

2. They are registered in one of the three selected counties; and 
3. They are legally organized as joint-stock companies, limited liability companies, 

simple limited liability companies, or cooperatives. 
These counties were selected to represent Croatia’s two broad territorial divisions, Adriatic 
and Continental, and to reflect varying levels of socio-economic development. In addition, the 
selection was informed by the authors’ regional expertise, thereby enhancing contextual 
interpretation. 
 
Although the Register includes other legal organizational forms such as institutions, 
associations, and state or local government bodies, these entities do not typically change their 
principal economic activities and were therefore excluded from the analysis. 
 
In line with the objective of this paper, the data analysis focuses on businesses that meet two 
key criteria: 

1. Scope of principal economic activity change – the change must occur at the level of 
the NKD 2007 section, representing a shift between industries, rather than minor 
adjustments at the division, group, or class level; 

2. Business age – businesses must have been registered for at least 42 months, 
classifying them as established according to the GEM methodology. 

 
A total of 969 businesses satisfied these selection criteria. 
 
3.3. Research results and discussion 
            
Of the total sample, 65.2% of businesses are located in Istria County, 21.4% in Zadar County, 
and 13.4% in Vukovar-Srijem County. These proportions align with the overall distribution of 
registered businesses in the three counties during the observed period (Croatian Bureau of 
Statistics, n.d. c; n.d. d). Moreover, the data support existing findings in the literature 
regarding the uneven spatial distribution of economic activities in Croatia (Marošević, 2021; 
Braičić & Lončar, 2018). 
 
Tables 1, 2, and 3 present the basic structural characteristics of the businesses included in the 
sample. 
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Table 1: Legal organizational form of businesses 
 

Legal organizational form Counties N Share (%) 

Limited liability company 
Istria 595 61.4 
Zadar 195 20.1 

Vukovar-Srijem 113 11.7 

Simple limited liability company 
Istria 37 3.8 
Zadar 8 0.8 

Vukovar-Srijem 13 1.3 

Co-operative 
Istria / / 
Zadar 4 0.4 

Vukovar-Srijem 3 0.3 

Joint-stock company 
Istria / / 
Zadar / / 

Vukovar-Srijem 1 0.1 
Total  969 100 

 
Source: Authors 

 
Table 1 shows the dominance of limited liability companies, with the only joint-stock 
company in the sample registered in Vukovar-Srijem County.  
 

Table 2: Type of ownership of businesses 
 

Type of ownership Counties N Share (%) 

Private 
Istria 625 64.5 
Zadar 198 20.4 

Vukovar-Srijem 124 12.8 

State 
Istria 4 0.4 
Zadar 5 0.5 

Vukovar-Srijem 2 0.2 

Co-operative 
Istria / / 
Zadar 4 0.4 

Vukovar-Srijem 3 0.3 

Mixed 
Istria 3 0.3 
Zadar / / 

Vukovar-Srijem 1 0.1 
Total  969 100 

 
Source: Authors 

 
Similarly, Table 2 highlights the predominance of privately owned businesses.  
 

Table 3: Origin of capital of businesses 
 

Origin of capital Counties N Share (%) 

Domestic 
Istria 503 51.9 
Zadar 180 18.6 

Vukovar-Srijem 107 11 

Foreign 
Istria 109 11.2 
Zadar 27 2.8 

Vukovar-Srijem 17 1.8 
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Mixed 
Istria 20 2 
Zadar / / 

Vukovar-Srijem 6 0.6 
Total  969 100 

 
Source: Authors 

 
While the distribution is somewhat more balanced, Table 3 still indicates a clear dominance of 
businesses with domestic capital.  
 
Tables 4 and 5 present data on changes in principal economic activity from a temporal 
perspective. 
 

Table 4: Year of the principal economic activity change  
 

Year Counties N Share (%) 

2020 
Istria 95 9.8 
Zadar 27 2.8 

Vukovar-Srijem 18 1.9 

2021 
Istria 72 7.4 
Zadar 25 2.6 

Vukovar-Srijem 16 1.7 

2022 
Istria 84 8.7 
Zadar 23 2.4 

Vukovar-Srijem 12 1.2 

2023 
Istria 66 6.8 
Zadar 27 2.8 

Vukovar-Srijem 18 1.9 
 

Source: Authors 
 
Although the dataset spans nearly 17 years, Table 4 reveals that almost half of all changes in 
principal economic activity (49.8%) occurred between 2020 and 2023. One likely explanation 
for this concentration is the COVID-19 pandemic. An analysis of key economic indicators 
shows a strong presence of service-oriented sectors in two of the three counties (Istria and 
Zadar), with similar trends emerging in Vukovar-Srijem County, where services are 
increasingly replacing the traditional dominance of agriculture. These findings are consistent 
with national-level research (Funda et al., 2023; Peračković et al., 2023; Croatian Chamber of 
Commerce, n.d.), which highlights the pronounced reliance on tourism and related service 
activities. Given the sector’s volatility during the pandemic, it is unsurprising that many 
businesses strategically adjusted their operations. This trend supports prior research showing 
that entrepreneurs often pivot to new business areas in response to uncertainty (Kuosmanen & 
Kuosmanen, 2024; Liu, 2022). Moreover, the results corroborate findings that, while 
economic specialization can drive growth, it also introduces vulnerability and instability 
(Hassink & Gong, 2021; Kemeny & Storper, 2015). Although this paper does not focus 
exclusively on the pandemic period, its findings align with those from similar contexts. For 
example, research on small and medium-sized tourism enterprises in Turkey (Kahveci, 2023) 
demonstrates that businesses faced comparable disruptions and adopted short-term survival 
strategies. In both Croatia and Turkey, strategic flexibility and targeted government support 
proved essential, though often insufficient for ensuring long-term resilience. These parallels 
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Although the dataset spans nearly 17 years, Table 4 reveals that almost half of all changes in 
principal economic activity (49.8%) occurred between 2020 and 2023. One likely explanation 
for this concentration is the COVID-19 pandemic. An analysis of key economic indicators 
shows a strong presence of service-oriented sectors in two of the three counties (Istria and 
Zadar), with similar trends emerging in Vukovar-Srijem County, where services are 
increasingly replacing the traditional dominance of agriculture. These findings are consistent 
with national-level research (Funda et al., 2023; Peračković et al., 2023; Croatian Chamber of 
Commerce, n.d.), which highlights the pronounced reliance on tourism and related service 
activities. Given the sector’s volatility during the pandemic, it is unsurprising that many 
businesses strategically adjusted their operations. This trend supports prior research showing 
that entrepreneurs often pivot to new business areas in response to uncertainty (Kuosmanen & 
Kuosmanen, 2024; Liu, 2022). Moreover, the results corroborate findings that, while 
economic specialization can drive growth, it also introduces vulnerability and instability 
(Hassink & Gong, 2021; Kemeny & Storper, 2015). Although this paper does not focus 
exclusively on the pandemic period, its findings align with those from similar contexts. For 
example, research on small and medium-sized tourism enterprises in Turkey (Kahveci, 2023) 
demonstrates that businesses faced comparable disruptions and adopted short-term survival 
strategies. In both Croatia and Turkey, strategic flexibility and targeted government support 
proved essential, though often insufficient for ensuring long-term resilience. These parallels 

highlight the broader applicability of this paper’s findings within the Mediterranean business 
landscape. 
 

Table 5: Number of months from registration to change of principal economic activity 
 

Number of months 
County 

Total sample 
Istria Zadar Vukovar-Srijem 

Mean 168.272 162.3 145.415 163.93 
Mode 46 61 65 46 

Median 155 149 120.5 18.5 
Lower quartile 87 81 69.25 83 
Upper quartile 236 224 209.75 229.75 

 
Source: Authors 

 
Table 5 illustrates differences in the business life cycle across counties, showing that the 
highest number of businesses changed their principal economic activity after 46 months in 
Istria, 61 months in Zadar, and 65 months in Vukovar-Srijem, as recorded in the Register. 
Tables 6 and 7 present data on changes in principal economic activity based on NKD 2007 
classifications. 
 

Table 6: The most common changes among sections of economic activities 
 

County Sections of economic activities N Share in total 
sample (%) 

Istria 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → C (Manufacturing) 39 4 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → I (Accommodation and food service activities) 34 3.5 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → F (Construction) 26 2.7 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → M (Professional, scientific and technical 

activities) 
26 2.7 

Zadar 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → I (Accommodation and food service activities) 15 1.5 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → C (Manufacturing) 10 1 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → M (Professional, scientific and technical 

activities) 
8 0.8 

Vukovar-
Srijem 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → C (Manufacturing) 19 2 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → I (Accommodation and food service activities) 5 0.5 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → A (Agriculture, forestry and fishing) 5 0.5 

G (Wholesale and retail trade; repair of motor vehicles and 
motorcycles) → H (Transportation and storage) 5 0.5 

A (Agriculture, forestry and fishing) → C (Manufacturing) 5 0.5 
 

Source: Authors 
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Table 6 indicates that, across the entire sample, the most common transitions involve 
businesses moving from retail trade into manufacturing, accommodation, and other 
professional activities. 
 
Table 7 further categorizes these inter-sectoral changes according to traditional sectors of the 
economy, following the classification proposed by Tica et al. (2023). 
 

Table 7: The most common changes among sectors of economic activities 
 

County Sectors of economic activities N Share in total sample (%) 

Istria 
Tertiary → Quartary 92 13.2 

Tertiary → Secondary 91 9.4 
Quartary → Tertiary 66 6.8 

Zadar 
Tertiary → Quartary 30 3.1 
Quartary → Tertiary 25 2.6 

Tertiary → Secondary 24 2.5 

Vukovar-Srijem 

Tertiary → Secondary 31 3.2 
Secondary → Tertiary 13 1.3 
Tertiary → Quartary 9 0.9 

Primary → Secondary 9 0.9 
 

Source: Authors 
 
Given that the sample reflects the national distribution of businesses across economic sectors, 
it is expected that most changes in economic activity would occur within the extended tertiary 
sector (comprising tertiary and quaternary activities), as illustrated in Table 7. 
 
The analysis of descriptive statistics reflects the broader economic dynamics within each 
county and their alignment with regional development goals. In Istria County, a notable trend 
is the transition away from wholesale and retail trade toward sectors such as accommodation 
and food services, manufacturing, and construction. This shift corresponds with the strategic 
priorities outlined in the Development Plan of Istria County for the period 2022–2027 
(Istarska županija – Regione Istriana, 2024), which emphasizes sustainable tourism and the 
diversification of the economic base. The plan identifies tourism and related services, 
particularly accommodation and food services, as key drivers of regional growth. 
Additionally, the observed movement from the tertiary to the quaternary sector suggests a 
growing emphasis on knowledge-intensive activities, consistent with the county’s focus on 
innovation, digitalization, and high-value industries. This trend may indicate a gradual 
transformation, as businesses adapt to a more service-oriented and knowledge-driven 
economy, in line with Istria County’s long-term goals for innovation and sustainability. 
 
Zadar County exhibited a pronounced shift from wholesale and retail trade to accommodation 
and food service activities, mirroring trends observed in Istria County. This transition aligns 
with Zadar’s strategic emphasis on tourism development and economic diversification, as 
outlined in the Zadar County Development Plan 2021–2027 (2022). While the plan 
acknowledges the region’s dependence on tourism, it also highlights the need to diversify into 
sectors such as technology and manufacturing. The observed changes from tertiary to 
quaternary sectors suggest that some businesses are pursuing knowledge-based and 
innovation-driven opportunities. At the same time, the transition from tertiary to secondary 
sectors reflects the region’s gradual integration of industrial activities, likely in response to 
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Additionally, the observed movement from the tertiary to the quaternary sector suggests a 
growing emphasis on knowledge-intensive activities, consistent with the county’s focus on 
innovation, digitalization, and high-value industries. This trend may indicate a gradual 
transformation, as businesses adapt to a more service-oriented and knowledge-driven 
economy, in line with Istria County’s long-term goals for innovation and sustainability. 
 
Zadar County exhibited a pronounced shift from wholesale and retail trade to accommodation 
and food service activities, mirroring trends observed in Istria County. This transition aligns 
with Zadar’s strategic emphasis on tourism development and economic diversification, as 
outlined in the Zadar County Development Plan 2021–2027 (2022). While the plan 
acknowledges the region’s dependence on tourism, it also highlights the need to diversify into 
sectors such as technology and manufacturing. The observed changes from tertiary to 
quaternary sectors suggest that some businesses are pursuing knowledge-based and 
innovation-driven opportunities. At the same time, the transition from tertiary to secondary 
sectors reflects the region’s gradual integration of industrial activities, likely in response to 

strategic objectives aimed at enhancing economic resilience and fostering more sustainable 
employment. 
 
Vukovar-Srijem County exhibited a distinct pattern compared to Istria and Zadar, with the 
predominant shift occurring from wholesale and retail trade to manufacturing. This trend 
suggests a potential resurgence of industrial activity, consistent with the county's economic 
revitalization strategy. According to the Development Plan of Vukovar-Srijem County for the 
period 2021–2027 (2022), the region aims to strengthen its industrial base, particularly in 
manufacturing and agriculture, while also supporting the development of knowledge-based 
services. Notably, the county showed a higher proportion of businesses transitioning out of 
agriculture and into manufacturing, indicating a structural shift in the local economy. This 
movement suggests that traditional industries are being replaced or complemented by more 
industrialized sectors. The trend also reflects the county’s broader efforts to move beyond a 
reliance on agriculture and toward a more diversified and resilient economic model. 
 
A one-way analysis of variance (ANOVA) was conducted using IBM SPSS Statistics 
software to examine differences in two dependent variables: 

1. the year in which the business changed its principal economic activity; and 
2. the number of months between registration in the Register and the change of principal 

economic activity. 
 
The independent variables reflect various business characteristics: 

1. County of registration: Istria, Zadar and Vukovar-Srijem;  
2. Legal organizational form: joint-stock companies, limited liability companies, simple 

limited liability companies and co-operatives; 
3. Origin of capital: domestic, foreign and formerly mixed; 
4. Type of ownership: state, private, co-operative and formerly mixed  
5. Direction of sectoral change: primary, secondary, tertiary, quaternary, quintary; and  
6. Direction of section change: based on NKD 2007 classification. 

 
The results are summarized and presented below for each of the independent variables. Full 
statistical outputs are available upon request from the authors.   
    

Table 8: Summary of ANOVA  
 

Independent 
Variable 

Dependent 
Variable 

Levene’s Test 
Results 

ANOVA 
Results Scheffe’s Test 

County of 
Registration 

Year of 
principal 
economic 
activity change 

F (2, 966) = 
0.939, p = 0.391 

No significant 
differences, F 
(2, 966) = 
0.162, p = 
0.850 

None 

Months 
registered until 
principal 
economic 
activity change 

F (2, 966) = 
0.164, p = 0.849 

Significant 
differences, F 
(2, 966) = 
3.552, p = 
0.029 

Businesses in Vukovar-
Srijem county changed 
principal economic 
activity earlier than Istria 
County by 22.857 months 
(p = 0.030) 

Legal 
Organizational 

Form 

Year of 
principal 
economic 

Violation of 
variance 
homogeneity, F 

Significant 
differences, F 
(3, 965) = 

Post hoc tests not 
conducted due to variance 
issues 
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Independent 
Variable 

Dependent 
Variable 

Levene’s Test 
Results 

ANOVA 
Results Scheffe’s Test 

activity change (2, 965) = 16.43, 
p < 0.001 

11.709, p < 
0.001 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(2, 965) = 
55.925, p < 0.001 

Significant 
differences, F 
(3, 965) = 
27.571, p < 
0.001 

Post hoc tests not 
conducted due to variance 
issues 

Origin of 
Capital 

Year of 
principal 
economic 
activity change 

F (2, 966) = 
0.914, p = 0.401 

Significant 
differences, F 
(2, 966) = 
4.274, p = 
0.014 

Foreign-owned businesses 
change of principal 
economic activity occurred 
later than domestic ones 
by 0.924 years (p = 0.017) 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(2, 966) = 
10.174, p < 0.001 

Significant 
differences, F 
(2, 966) = 
4.564, p = 
0.011 

Foreign-owned businesses 
changed principal 
economic activity earlier 
by 21.758 months 
compared to domestic 
capital funded (p = 0.023) 

Type of 
Ownership 

Year of 
principal 
economic 
activity change 

F (3, 965) = 
0.442, p = 0.723 

No significant 
differences, F 
(3, 965) = 
2.466, p = 
0.061 

None 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(3, 965) = 5.39, p 
= 0.001 

Significant 
differences, F 
(3, 965) = 
3.78, p = 0.010 

Co-operatives/jointly 
owned businesses changed 
principal economic 
activity 168 months earlier 
than mixed-ownership 
ones (p = 0.029) 

Direction of 
Sectoral 
Change 

Year of 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(21, 946) = 
2.597, p < 0.001 

Significant 
differences, F 
(21, 946) = 
2.388, p < 
0.001 

None (post hoc did not 
reveal sectoral shifts) 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(21, 946) = 
2.583, p < 0.001 

Significant 
differences, F 
(21, 946) = 
2.262, p = 
0.001 

None (post hoc did not 
reveal sectoral shifts) 

Direction of 
Section Change 

Year of 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(104, 815) = 
1.63, p < 0.001 

Significant 
differences, F 
(153, 815) = 
1.496, p < 
0.001 

None (post hoc not 
feasible due to large 
number of section 
categories) 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(104, 815) = 
2.036, p < 0.001 

Significant 
differences, F 
(153, 815) = 
1.433, p = 
0.001 

None (post hoc not 
feasible due to large 
number of section 
categories) 

 
Source: Authors 
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Independent 
Variable 

Dependent 
Variable 

Levene’s Test 
Results 

ANOVA 
Results Scheffe’s Test 

activity change (2, 965) = 16.43, 
p < 0.001 

11.709, p < 
0.001 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(2, 965) = 
55.925, p < 0.001 

Significant 
differences, F 
(3, 965) = 
27.571, p < 
0.001 

Post hoc tests not 
conducted due to variance 
issues 

Origin of 
Capital 

Year of 
principal 
economic 
activity change 

F (2, 966) = 
0.914, p = 0.401 

Significant 
differences, F 
(2, 966) = 
4.274, p = 
0.014 

Foreign-owned businesses 
change of principal 
economic activity occurred 
later than domestic ones 
by 0.924 years (p = 0.017) 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(2, 966) = 
10.174, p < 0.001 

Significant 
differences, F 
(2, 966) = 
4.564, p = 
0.011 

Foreign-owned businesses 
changed principal 
economic activity earlier 
by 21.758 months 
compared to domestic 
capital funded (p = 0.023) 

Type of 
Ownership 

Year of 
principal 
economic 
activity change 

F (3, 965) = 
0.442, p = 0.723 

No significant 
differences, F 
(3, 965) = 
2.466, p = 
0.061 

None 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(3, 965) = 5.39, p 
= 0.001 

Significant 
differences, F 
(3, 965) = 
3.78, p = 0.010 

Co-operatives/jointly 
owned businesses changed 
principal economic 
activity 168 months earlier 
than mixed-ownership 
ones (p = 0.029) 

Direction of 
Sectoral 
Change 

Year of 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(21, 946) = 
2.597, p < 0.001 

Significant 
differences, F 
(21, 946) = 
2.388, p < 
0.001 

None (post hoc did not 
reveal sectoral shifts) 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(21, 946) = 
2.583, p < 0.001 

Significant 
differences, F 
(21, 946) = 
2.262, p = 
0.001 

None (post hoc did not 
reveal sectoral shifts) 

Direction of 
Section Change 

Year of 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(104, 815) = 
1.63, p < 0.001 

Significant 
differences, F 
(153, 815) = 
1.496, p < 
0.001 

None (post hoc not 
feasible due to large 
number of section 
categories) 

Months 
registered until 
principal 
economic 
activity change 

Violation of 
variance 
homogeneity, F 
(104, 815) = 
2.036, p < 0.001 

Significant 
differences, F 
(153, 815) = 
1.433, p = 
0.001 

None (post hoc not 
feasible due to large 
number of section 
categories) 

 
Source: Authors 

 

Prior to conducting the ANOVA, key assumptions were tested to ensure the validity of the 
results. Levene’s test was employed to assess the homogeneity of variances for each 
independent variable. Where this assumption was satisfied, post hoc Scheffé tests were 
performed to identify specific group differences. However, in cases where Levene’s test 
indicated a violation of homogeneity, post hoc tests were not conducted, in line with statistical 
guidelines that discourage interpretation under such conditions. Additionally, for variables 
with a large number of categories, meaningful post hoc comparisons were not feasible and 
could lead to interpretive ambiguity. 
 
The county of registration significantly influences the timing of changes in principal 
economic activity (p = 0.029). Post hoc Scheffé tests indicate that businesses in Vukovar-
Srijem County made such changes significantly earlier than those in Istria County, by an 
average of 22.857 months (p = 0.030). However, the year in which the change occurred did 
not differ significantly across counties (p = 0.850). These results suggest that while businesses 
in Vukovar-Srijem tend to adapt more quickly, the timing of change may be shaped more by 
regional challenges or the availability of institutional support than by broader shifts in the 
economic environment. The regional differences observed in the timing and direction of 
industrial transitions reflect underlying structural and contextual disparities. These findings 
align with theories of regional path dependency and entrepreneurial embeddedness, 
emphasizing the roles of economic structure, institutional frameworks, and sectoral maturity 
in shaping business behavior (Grillitsch & Sotarauta, 2020). 
 
The analysis of legal organizational form reveals significant differences in both the timing and 
year of changes in principal economic activity. Although post hoc tests were not conducted 
due to violations of assumptions, descriptive statistics provide meaningful insights. The most 
recent changes were observed among simple limited liability companies (M = 2021.47), while 
joint-stock companies recorded the earliest changes (M = 2012). Furthermore, simple limited 
liability companies tended to change their principal economic activity much earlier in their 
life cycle compared to limited liability companies (69.76 months vs. 170.64 months). This 
suggests that their streamlined structure and greater organizational flexibility may facilitate 
quicker responses to evolving market conditions or emerging sectoral opportunities. 
 
The origin of capital also significantly influences the timing of changes in principal economic 
activity. Foreign-owned businesses were found to implement such changes later in calendar 
years (by 0.924 years; p = 0.017), but within a shorter period following their establishment 
compared to domestically owned businesses (by 21.758 months; p = 0.023). This pattern may 
indicate that domestic businesses are more responsive to local market conditions, prompting 
them to adjust their activities earlier in their operational lifecycle. 
 
The type of ownership also significantly affects the timing of changes in principal economic 
activity. Cooperatives and jointly owned businesses were found to make changes significantly 
earlier than mixed-ownership businesses, by an average of 168 months (p = 0.029). This 
finding suggests that businesses with more centralized decision-making structures or less 
complex ownership arrangements may be better positioned to respond swiftly to changing 
economic conditions. 
 
These findings demonstrate that structural attributes, such as legal form, capital origin, and 
ownership type, significantly influence both the timing and likelihood of industrial transitions. 
This aligns with institutional and resource-based perspectives of the firm, suggesting that 
factors like organizational flexibility, capital structure, and ownership configuration shape 
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entrepreneurial behavior (Barney et al., 2021). From a policy standpoint, this indicates that 
adaptive capacity is not only regionally conditioned but also structurally embedded within 
firm characteristics. As a result, there is a clear need for differentiated support schemes 
tailored to specific business types, rather than applying uniform, “one-size-fits-all” regional 
policies. 
 
Finally, while the direction of sectoral and section change showed a significant influence on 
the timing of changes in principal economic activity, the analysis did not identify which 
specific groups of sectors accounted for these differences. Moreover, post hoc tests were not 
feasible due to the large number of categories at the section level, which limited the 
interpretability of detailed group comparisons. 
 
 
4. Conclusion and implications for further research     
 
This paper has provided an in-depth analysis of changes in principal economic activities 
among established businesses in three Croatian counties: Istria, Zadar, and Vukovar-Srijem. 
Through the application of descriptive statistics and ANOVA, the paper highlights regional 
disparities, identifies key factors influencing these transitions, and explores their implications 
for Croatia’s broader economic structure. 
 
The findings from the descriptive statistics reveal a consistent trend across all three counties, 
with businesses increasingly shifting away from wholesale and retail trade toward the 
manufacturing and service sectors, particularly those related to tourism. The results suggest a 
correlation between these transitions and the strategic goals outlined in regional development 
plans. In Istria and Zadar, the emphasis on tourism and high-value services is reflected in the 
observed sectoral changes, while in Vukovar-Srijem, there is a notable shift toward industrial 
and manufacturing sectors, indicating a strategic focus on economic diversification and 
resilience. Although the sectoral shifts generally align with regional development priorities, 
variations in the pace and direction of change highlight the need for context-specific 
approaches. These trends underscore the importance of tailoring regional development 
strategies to local conditions to ensure that structural changes support broader goals of 
economic growth, sustainability, and resilience. 
 
The ANOVA results complement the descriptive statistics by offering deeper insights into the 
timing and year of changes in principal economic activities, highlighting the influence of 
regional characteristics, business structures, and sectoral dynamics. In Vukovar-Srijem 
County, the more rapid pace of change may reflect ongoing economic challenges and 
revitalization efforts, while in Istria and Zadar, the emphasis on tourism and innovation 
appears to shape more gradual transitions. These findings underscore the importance of 
context-specific strategies in influencing business adaptability. They also suggest that 
policymakers should continue to support flexible business structures and provide tailored 
institutional assistance, particularly in structurally lagging regions where rapid adaptation may 
indicate reactive rather than proactive behavior. Moreover, the results offer compelling 
evidence that structural business attributes, such as legal form, origin of capital, and 
ownership type, significantly affect the timing and likelihood of industrial transitions. For 
instance, the earlier transitions observed among simple limited liability companies suggest a 
higher degree of responsiveness to environmental changes, likely due to their simplified 
governance and lower institutional inertia. In contrast, slower transitions among foreign-
owned firms may be linked to longer strategic planning cycles or greater reliance on 
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entrepreneurial behavior (Barney et al., 2021). From a policy standpoint, this indicates that 
adaptive capacity is not only regionally conditioned but also structurally embedded within 
firm characteristics. As a result, there is a clear need for differentiated support schemes 
tailored to specific business types, rather than applying uniform, “one-size-fits-all” regional 
policies. 
 
Finally, while the direction of sectoral and section change showed a significant influence on 
the timing of changes in principal economic activity, the analysis did not identify which 
specific groups of sectors accounted for these differences. Moreover, post hoc tests were not 
feasible due to the large number of categories at the section level, which limited the 
interpretability of detailed group comparisons. 
 
 
4. Conclusion and implications for further research     
 
This paper has provided an in-depth analysis of changes in principal economic activities 
among established businesses in three Croatian counties: Istria, Zadar, and Vukovar-Srijem. 
Through the application of descriptive statistics and ANOVA, the paper highlights regional 
disparities, identifies key factors influencing these transitions, and explores their implications 
for Croatia’s broader economic structure. 
 
The findings from the descriptive statistics reveal a consistent trend across all three counties, 
with businesses increasingly shifting away from wholesale and retail trade toward the 
manufacturing and service sectors, particularly those related to tourism. The results suggest a 
correlation between these transitions and the strategic goals outlined in regional development 
plans. In Istria and Zadar, the emphasis on tourism and high-value services is reflected in the 
observed sectoral changes, while in Vukovar-Srijem, there is a notable shift toward industrial 
and manufacturing sectors, indicating a strategic focus on economic diversification and 
resilience. Although the sectoral shifts generally align with regional development priorities, 
variations in the pace and direction of change highlight the need for context-specific 
approaches. These trends underscore the importance of tailoring regional development 
strategies to local conditions to ensure that structural changes support broader goals of 
economic growth, sustainability, and resilience. 
 
The ANOVA results complement the descriptive statistics by offering deeper insights into the 
timing and year of changes in principal economic activities, highlighting the influence of 
regional characteristics, business structures, and sectoral dynamics. In Vukovar-Srijem 
County, the more rapid pace of change may reflect ongoing economic challenges and 
revitalization efforts, while in Istria and Zadar, the emphasis on tourism and innovation 
appears to shape more gradual transitions. These findings underscore the importance of 
context-specific strategies in influencing business adaptability. They also suggest that 
policymakers should continue to support flexible business structures and provide tailored 
institutional assistance, particularly in structurally lagging regions where rapid adaptation may 
indicate reactive rather than proactive behavior. Moreover, the results offer compelling 
evidence that structural business attributes, such as legal form, origin of capital, and 
ownership type, significantly affect the timing and likelihood of industrial transitions. For 
instance, the earlier transitions observed among simple limited liability companies suggest a 
higher degree of responsiveness to environmental changes, likely due to their simplified 
governance and lower institutional inertia. In contrast, slower transitions among foreign-
owned firms may be linked to longer strategic planning cycles or greater reliance on 

transnational decision-making networks, which may reduce sensitivity to local economic 
signals. 
 
The findings provide actionable insights for a range of stakeholder groups. For policymakers 
at both national and regional levels, the results underscore the need for differentiated, 
business-type-specific support mechanisms that consider variations in ownership structure, 
capital origin, and legal form. Support schemes should prioritize more flexible legal entities, 
such as simple limited liability companies, which demonstrate greater adaptive capacity, 
while also addressing the needs of structurally lagging regions through early-warning systems 
and targeted capacity-building initiatives. For development agencies, the findings highlight 
the importance of aligning sectoral diversification strategies with local entrepreneurial 
capabilities. Business support institutions can leverage these insights to design advisory 
programs that enable established firms to anticipate and respond proactively to sectoral shifts. 
Beyond the Croatian context, the patterns identified in this paper may inform structural 
transformation policies in other EU peripheral regions with similar path dependencies, 
emphasizing the importance of micro-level adaptability in fostering broader economic 
resilience. 
 
Despite the valuable insights provided by this paper, particularly regarding the dynamic 
nature of the Croatian economy and the ways in which established businesses adapt to 
changing market conditions and strategic priorities, several limitations should be 
acknowledged. First, businesses often operate across multiple economic activities, which may 
lead to inaccuracies in data interpretation based on the classification of their principal activity. 
Additionally, the Register used in this paper does not include natural persons engaged in 
regulated activities such as crafts, trades, or freelance work. This exclusion limits the sample, 
particularly in sectors where such forms of economic activity are prevalent. Another 
limitation concerns the number of variables incorporated into the analysis. While the paper 
focused on key structural attributes of businesses, the absence of additional variables, such as 
sector-specific performance metrics or localized market conditions, may have constrained the 
analytical depth. Furthermore, the findings may not be fully generalizable to all Croatian 
regions, as the paper was limited to three counties. This geographical limitation restricts the 
ability to extrapolate the results to areas with different socio-economic contexts. Notably, 
broader data coverage was constrained by the considerable costs associated with accessing 
CBS datasets, including fees for data extraction and custom processing, which limited the 
feasibility of expanding the geographic scope. 
 
Future research could build on this paper in several important ways. First, examining the 
long-term effects of sectoral transitions on employment patterns, regional competitiveness, 
and economic growth would provide a more comprehensive understanding of their broader 
implications. Expanding the geographic scope to include additional counties would enhance 
the generalizability of findings and enable comparative analyses across diverse regional 
entrepreneurial ecosystems. Moreover, incorporating qualitative methods, such as interviews 
with entrepreneurs who have changed their principal economic activity, could offer deeper 
insights into the motivations and contextual factors driving these decisions. Longitudinal 
tracking of businesses over time would further clarify the sustained impact of such transitions 
on firm performance and regional development. Finally, integrating data on institutional 
support measures and market conditions would help illuminate how external factors shape the 
adaptability and strategic behavior of established businesses. 
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ABSTRACT 

 
Healthcare systems around the world are under increasing pressure to increase efficiency, 
improve the quality of services and optimize the allocation of resources. In Croatia, the 
hospital sector has been the subject of numerous reform efforts, culminating in the recent 
centralization of general hospitals under the jurisdiction of the national government from 
January 2024. This study examines the efficiency of Croatian general hospitals in the context 
of ongoing healthcare reforms and uses Data Envelopment Analysis (DEA) to assess 
differences in hospital performance. DEA is applied to assess the efficiency of individual 
hospitals, taking into account inputs such as the number of beds and doctors and outputs such 
as the number of discharged patients and bed days. The results indicate significant 
differences in efficiency scores, ranging from 0.5 to 1, suggesting significant differences in 
utilization between hospitals. By applying DEA, this study identifies the efficiency differences 
between hospitals and highlights the best performing facilities as well as the areas in require 
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One of the earliest and most significant reforms was the transition from the Yugoslav self-
managed healthcare model (Parmelee, 1985) to a Bismarckian health insurance system. This 

change was intended to stabilize the financing of healthcare care through the introduction of 
compulsory health insurance, employer and employee contributions, and complementary 
private insurance options (Voncina, Dzakula & Mastilica, 2007). While this model provided a 
structured framework for healthcare financing, it also led to increasing inequality in access to 
healthcare services, especially in lower income groups (Pristaš et al., 2009; Mastilica & 
Bozikov, 1999). While privatization improved accessibility in some areas, it exacerbated 
inequalities between urban and rural populations. People in rural areas had limited access to 
the privatized services, which led to an imbalance in the availability of health services and 
disadvantaged marginalized groups (Hebrang et al., 2009. This situation underlines the social 
inequality that was exacerbated by the privatization process in the Croatian healthcare system. 
 
In 2009, Croatia introduced a reform of the remuneration of hospital services by moving from 
a fee-based model to a DRG (Diagnosis Related Groups) system. The DRG system aimed to 
control hospital costs by reimbursing healthcare providers based on the type and severity of 
medical conditions rather than the number of services provided (Dukić Samaržija et al., 
2018). The aim was to promote cost-effective care and reduce unnecessary hospitalizations. 
While this reform increased patient turnover and led to better cost management (Murgić et al. 
2010), implementation challenges and ongoing adjustments were required to maximize 
efficiency gains and avoid unintended consequences such as underuse in complex cases. 
 
In line with the reform of the DRG system, the National Healthcare Strategy 2012–2020 
(Ministry of Health of the Republic of Croatia, 2012) aimed to develop and implement a 
hospital master plan to rationalize and modernize hospital services (World Bank, 2014). 
However, the effectiveness of the strategy was undermined by delays in implementation and 
poor coordination. The strategy aimed to eliminate inefficiencies in hospital networks, 
improve resource allocation and optimize service delivery, but limited political will and 
financial constraints prevented its full implementation (Economist Impact, 2019). 
 
In addition, the National Plan for the Development of Clinical Hospital Centers, Clinical 
Hospitals, Clinics and General Hospitals in the Republic of Croatia 2018–2020 (Ministry of 
Health of the Republic of Croatia, 2018) aimed to optimize the efficiency of hospitals by 
rationalizing bed capacities and improving the provision of healthcare services. The main 
objectives included reducing the average length of stay in hospital, increasing the bed 
turnover rate and optimizing the distribution of medical personnel to improve patient care. 
The plan also aimed to modernize hospital infrastructure and equipment to improve treatment 
outcomes. Despite these efforts, evaluations show that some objectives were not fully 
achieved due to budgetary constraints and administrative inefficiencies. While the plan led to 
an improvement in hospital equipment and an expansion of telemedicine services, problems 
such as unequal distribution of resources and hospital overcrowding remained. While the pilot 
programs were promising, success on a broader scale depended on sustained political support, 
better hospital management and continuous monitoring. 
 
Overall, the success of the reforms in the hospital sector was mixed. The switch to the 
Bismarckian model created a stable financial basis, but raised questions of equity. The 
National Healthcare Strategy set ambitious goals, but struggled with barriers to 
implementation. The DRG payment reform improved cost control but required constant 
improvements to achieve the intended efficiency gains. These past experiences demonstrate 
the importance of strong governance, financial planning and adaptability for the success of 
future hospital reforms in Croatia. 
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On January 1, 2024, as part of the National Healthcare Development Plan 2021–2027 
(Ministry of Health of the Republic of Croatia, 2021) and the broader National Development 
Strategy (2020–2030), the Croatian government took over the direct management of general 
hospitals, which were previously the responsibility of provincial authorities. These reforms 
aim to standardize hospital management (unification of hospital operations), improve 
financial sustainability by reducing inefficiencies and increase the accessibility of services by 
creating a more coherent healthcare system. A key aspect of this transformation is the 
restructuring of general hospitals, which play a critical role in the country's healthcare 
delivery. By integrating reform perspectives, this study places the reforms of the Croatia 
hospital sector within a broader research framework and examines the justification for 
centralization by assessing the efficiency of general hospitals and their impact on healthcare 
resource allocation. 
 
Considerable investments have been made in improving hospital infrastructure, modernizing 
medical equipment and introducing digital healthcare solutions. In particular, the introduction 
of telemedicine services, including remote monitoring and teleconsultation centers, aims to 
close gaps in emergency care and improve coordination between emergency services and 
hospitals. Despite this progress, there are still efficiency differences between general hospitals 
in Croatia. The differences in resource utilization, patient outcomes and service delivery 
necessitate a comprehensive evaluation of hospital performance to inform policy decisions 
and optimize ongoing reforms. One of the most effective tools for assessing the efficiency of 
healthcare facilities is Data Envelopment Analysis (DEA). 
 
The aim of this study is therefore to analyze the efficiency of Croatian general hospitals in the 
context of the ongoing reforms of the healthcare system. Taking into account important input 
variables such as healthcare personnel and infrastructure investments as well as output 
indicators such as patient throughput, service quality and clinical outcomes, differences in 
efficiency between hospitals will be identified. The findings will provide information on the 
effectiveness of reform measures, highlight the best performing hospitals and suggest areas 
for further improvement. 
 
 
2. Literature Review  
 
A substantial body of research has explored efficiency using Data Envelopment Analysis 
(DEA) as a key methodological tool. DEA has been widely applied to assess hospital 
performance by examining variations in resource utilization, service delivery, and efficiency 
improvements (Hollingsworth, 2008). This approach has enabled researchers to identify 
inefficiencies in healthcare provision, compare hospital performance across different regions, 
and provide recommendations for optimizing resource allocation (Ozcan, 2014). 
 
Systematic literature reviews have reinforced the importance of DEA in evaluating hospital 
efficiency. A recent review by Pai, Pakdil & Azadeh-Fard (2024) examined DEA-based 
studies on acute care hospitals from 1984 to 2022, identifying trends in input-output selection 
and methodological advancements. The study emphasized the adaptability of DEA across 
various healthcare settings and underscored its role in informing policy decisions. Similarly, 
Zubir et al. (2024) conducted a review of DEA applications in hospital efficiency analysis 
between 2014 and 2022, highlighting best practices in variable selection and methodological 
consistency. In hospital settings, commonly used inputs for DEA include staff numbers 
(doctors, nurses), hospital resources (beds, equipment), and financial inputs (budget, operating 
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costs). Outputs typically focus on patient outcomes, such as recovery rates, length of stay, 
patient satisfaction, and treatment volume. These variables help measure hospital efficiency 
by comparing the resources used to the outcomes achieved, enabling performance 
benchmarking across different healthcare institutions. The use of DEA in healthcare has 
provided valuable insights into how various healthcare environments function. It allows for 
the evaluation of individual healthcare providers' performance and the analysis of the 
efficiency of entire healthcare systems, offering a detailed and adaptable method that reflects 
the complex nature of medical care (Vajjhala & Eappen, 2024). These reviews confirm that 
DEA remains a robust tool for assessing hospital efficiency and guiding reforms. 
 
In the Croatian context, hospital efficiency research remains limited but is gradually 
expanding. Empirical research applying DEA to Croatian hospitals has provided valuable 
insights into efficiency disparities. Rabar (2013) conducted a DEA-based assessment of 
Croatian hospitals at county level between 2007 and 2009, revealing significant variations in 
efficiency levels. In 2024 Arbula Blecich, Dukić Samaržija and Samaržija, examined the 
technical efficiency of hospital operations across Croatian counties during the period 2019–
2022. By comparing their results with Rabar's findings, Arbula Blecich et al. (2024) identify 
changes in efficiency levels across counties. Some counties that were efficient in the earlier 
period have maintained or improved their performance, while others have experienced 
declines. At a hospital level DEA was used to evaluated 63 Croatian hospitals based on 
selected inputs and outputs (Rabar, 20210). Dukić Samaržija et al. (2018) analyzed hospital 
level data to evaluate public hospitals in Croatia based on DRG procedure. The study reveals 
notable differences in efficiency levels among Croatian public hospitals. Some hospitals 
operate near optimal efficiency, while others lag, indicating potential areas for improvement. 
Previous research highlighted substantial inefficiencies, suggesting policy interventions were 
needed to enhance hospital performance. 
 
The findings so far show the importance of continuous efficiency evaluation as a guideline for 
reforms in the hospital sector. By placing the recent Croatian healthcare reform within this 
broader research framework, the application of DEA in this study builds on established 
methods to provide insights into the current state of efficiency of general hospitals in Croatia 
amidst their new organizational reform. 
 
 
3. Methodology and data description 
 
This study employs Data Envelopment Analysis (DEA) to assess the efficiency of Croatian 
general hospitals within the context of ongoing hospital system reforms. DEA is a widely 
used non-parametric technique for evaluating the relative efficiency of decision-making units 
(DMUs) by comparing multiple inputs and outputs (Charnes, Cooper & Rhodes, 1978). Given 
the objective of this research, an input-oriented DEA model is adopted, emphasizing the 
minimization of resource use while maintaining output levels. 
 
Two basic DEA models are the CCR model (Charnes, Cooper, Rhodes, 1978) and the BCC 
model (Banker, Charnes, Cooper, 1984). The CCR model assumes constant returns to scale 
(CRS). It evaluates each DMU based on its ability to maximize outputs for a given level of 
inputs.  
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CCR model: 

 

 
 

 
 
In contrast, the BCC model allows for variable returns to scale (VRS) and recognizes that the 
relationship between inputs and outputs may not be proportional. The application of the BCC 
model is particularly appropriate in this context, as it accounts for variable returns to scale, 
which is crucial when comparing hospitals of varying sizes and capacities. 
 
BCC model: 

 

 
with u0 unrestricted in sign 

θ stands for the relative efficiency, input and output for DMU j are denoted by y_rj,x_ij>0, 
(𝑥𝑥1𝑗𝑗,...,𝑥𝑥𝑥𝑥𝑗𝑗) represents the input vector of DMU𝑗𝑗 with the input weighting vector (𝑣𝑣1,...,𝑣𝑣𝑥𝑥), and 
(𝑦𝑦1𝑗𝑗,...,𝑦𝑦𝑦𝑦𝑗𝑗) represents the output vector of DMU𝑗𝑗 with the output weighting vector (𝑢𝑢1,...,𝑢𝑢𝑦𝑦). 
 
It is also important to choose the appropriate model orientation. Given the nature of 
healthcare, which is very complex and subject to great uncertainty, the input-oriented DEA is 
chosen. 
 
The dataset includes general hospitals across Croatia, covering years 2023 to capture 
efficiency levels before the implementation of the 2024 reform. Data sources include official 
records from the Croatian Health Statistics Yearbook. The study applies DEA Solver Pro for 
efficiency calculations. 
 
This paper applies input-oriented BCC model for assessing the relative technical efficiency of 
Croatian general hospitals. One of the reasons why static BCC-DEA is preferred to dynamic 
Window DEA is that it provides projections to the efficiency frontier and provides a reference 
set in which inefficient DMUs are compared to their similar but efficient peers. The total 
number of DMUs in this paper is x and the total sum of inputs and outputs is 4.  
 
The selection of inputs and outputs was based in literature review (Zubir et al., 2024; Pai, 
Pakdil & Azadeh-Fard, 2024; Jung et al., 2023) and data availability. Therefore, the selected 
inputs — number of beds and number of medical doctors — represent critical hospital 
resources directly tied to care capacity and workforce availability, both of which are strong 
predictors of hospital productivity (Chilingerian & Sherman, 2004). Beds reflect 
infrastructure, while medical doctors capture clinical expertise, both essential for delivering 
services. These inputs are commonly employed in DEA studies assessing hospital efficiency, 
as they encapsulate critical aspects of resource availability. 
 
The outputs — number of discharged patients and bed days — capture key hospital functions. 
The number of discharged patients indicates patient throughput and the hospital's capacity to 
manage and treat patients successfully (O'Neill et al., 2008). Bed days, defined as the total 
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set in which inefficient DMUs are compared to their similar but efficient peers. The total 
number of DMUs in this paper is x and the total sum of inputs and outputs is 4.  
 
The selection of inputs and outputs was based in literature review (Zubir et al., 2024; Pai, 
Pakdil & Azadeh-Fard, 2024; Jung et al., 2023) and data availability. Therefore, the selected 
inputs — number of beds and number of medical doctors — represent critical hospital 
resources directly tied to care capacity and workforce availability, both of which are strong 
predictors of hospital productivity (Chilingerian & Sherman, 2004). Beds reflect 
infrastructure, while medical doctors capture clinical expertise, both essential for delivering 
services. These inputs are commonly employed in DEA studies assessing hospital efficiency, 
as they encapsulate critical aspects of resource availability. 
 
The outputs — number of discharged patients and bed days — capture key hospital functions. 
The number of discharged patients indicates patient throughput and the hospital's capacity to 
manage and treat patients successfully (O'Neill et al., 2008). Bed days, defined as the total 

number of days patients spend in the hospital, reflect resource utilization and operational 
workload. These metrics are widely used in DEA applications to measure hospital outputs, as 
they provide a comprehensive view of service delivery and resource consumption (Zubir et 
al., 2024). 
 
The input variables (number of beds and doctors) and the output variables (number of 
discharged patients and bed days) show considerable differences between the hospitals. The 
number of beds ranges from 76 to 934 (mean: 291.77, SD: 179.60) and the number of medical 
doctors from 22 to 255 (mean: 115.95, SD: 66.47). The large spread in discharged patients 
(between 2,824 and 20,107 (mean: 10,060.4, SD: 5,181.3)) and bed days (between 16,783 and 
191,763 (mean: 63,205.1, SD: 38,775)) indicates considerable differences in patient turnover 
and length of stay (Table 1).  
 

Table 1: Statistics on Input/Output Data 
 

  Beds MD Discharged patients Bed days 
Max 934 255 20,107 191,763 
Min 76 22 2,824 16,783 
Average 291.77 115.95 10,060.40 63,205.1 
SD 179.60 66.4697 5,181.53 38,775 

 
Source: Author 

 
The wide range in the number of beds and medical doctors suggests substantial disparities in 
hospital size and resource availability. Larger hospitals may face higher patient complexity, 
which could lower technical efficiency. Hospitals with higher bed days relative to discharges 
might struggle with resource turnover, potentially lowering efficiency scores. Smaller 
hospitals (with fewer doctors and beds) achieving high efficiency scores might be leveraging 
resources more intensively, while larger institutions may face diseconomies of scale or more 
complex care needs, reducing relative efficiency.  
 
When selecting input and output variables for the DEA, it is imperative that all inputs and 
outputs are positively correlated with each other and have non-negative values. The 
correlation matrix for the selected inputs and outputs is shown in Table 2. 
 

Table 2: Correlation matrix 
 

  Beds MD Discharged patients Bed days 
Beds 1 0.84642 0.83524 0.94983 
MD 0.84642 1 0.91322 0.896 
Discharged patients 0.83524 0.91322 1 0.90539 
Bed days 0.94983 0.896 0.90539 1 

 
Source: Author 

 
For the application of DEA, the data must satisfy the condition of isotonicity (Arbula Blecich, 
2024) which means that outputs should increase with the growth of inputs. In this case, all 
input and output variables are positively correlated, which confirms that the condition of 
isotonicity is satisfied. This relationship confirms the appropriateness of DEA for assessing 
hospital efficiency. 
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4. Results and discussion 
 
The DEA analysis reveals substantial efficiency variations among Croatian general hospitals. 
Efficiency scores range from 0.5 to 1, indicating that some hospitals operate at optimal 
efficiency while others exhibit significant resource misallocation. The following table 
presents the results of the DEA analysis using the CCR model for technical efficiency (TE) 
and the BCC model for pure technical efficiency (PTE). Scale efficiency (SE) is calculated as 
the ratio of TE to PTE (SE = TE/PTE). In an input-oriented DEA, a score of 1 (100%) means 
that a DMU is fully efficient, i.e. it operates on the efficiency frontier and uses the lowest 
possible inputs to produce a certain level of outputs. In contrast, a value of less than 1 means 
that a DMU is inefficient, i.e. it could reduce its inputs for the same level of output. For 
example, a score of 0.85 (85%) means that the DMU could reduce its inputs by 15% without 
affecting output. The closer the score is to 1, the more efficient the unit is, while lower scores 
indicate greater potential for input reduction to achieve optimum efficiency. 
 

Table 3: The results of technical efficiency of Croatian general hospitals 
 

No. DMU/general hospital TE PTE SE 
1 Zabok 0.902 0.943 0.957 
2 Sisak 0.698 0.702 0.995 
3 Karlovac 0.793 0.793 1 
4 Ogulin 0.776 0.832 0.933 
5 Varaždin 0.863 1 0.863 
6 Koprivnica 0.822 0.908 0.905 
7 Bjelovar 0.611 0.810 0.755 
8 Gospić 1 1 1 
9 Virovitica 0.923 0.991 0.932 
10 Požega 0.866 0.872 0.993 
11 Pakrac 1 1 1 
12 Slavonski Brod 0.791 0.908 0.871 
13 Nova Gradiška 0.728 0.852 0.854 
14 Zadar 0.892 1 0.892 
15 Našice 0.895 0.897 0.998 
16 Šibenik 0.736 0.770 0.956 
17 Knin 1 1 1 
18 Vinkovci 0.804 0.834 0.964 
19 Vukovar 0.541 0.559 0.968 
20 Pula 0.796 0.909 0.875 
21 Dubrovnik 0.734 0.755 0.972 
22 Čakovec 1 1 1 

 
Average 0.826 0.879 0.940 

 
Max 1 1 1 

 
Min 0.541 0.559 0.968 

 
St Dev 0.124 0.117 1.066 

 
Source: Author 
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The DEA results show clear patterns of inefficiency due to either overcapacity, suboptimal 
staffing or both. Hospitals such as Sisak (SE: 0.995, PTE: 0.702) show near optimal scale 
efficiency but poor pure technical efficiency. This suggests that fundamentally sound facility 
sizing is undermined by operational deficiencies such as inefficient staff scheduling or 
workflow bottlenecks — suggesting that process optimization through lean management 
would yield greater benefits than a reduction in physical capacity. In contrast, Varaždin’s 
exceptional PTE (1.0) combined with a below average SE (0.863) reveals a different 
challenge: as the largest facility in the sample (934 beds), it suffers from economies of scale 
where investment in infrastructure has outstripped regional patient demand, necessitating a 
strategic reduction in beds while maintaining an effective staffing model. Most critically, 
facilities such as Vukovar (SE: 0.968, PTE: 0.559) have systemic deficits on both fronts, with 
DEA projections indicating significant overcapacity (-44% beds) and an imbalance in staffing 
(-53% doctors). This is exacerbated by contextual factors highlighted in the Health Statistics 
Yearbook (2022), including persistent patient outflow to regional centers and alarmingly low 
bed turnover (16,783 days compared to the sample average of 63,205), reflecting both 
structural oversupply and the inability to treat complex cases due to the lack of specialized 
services.  
 
These different inefficiency factors require customized interventions: process reforms for 
operationally weak hospitals, capacity rationalization for overburdened hospitals, and 
comprehensive restructuring for systemically underperforming hospitals. At the same time, 
this reflects the challenges of implementing structural reforms such as the National Healthcare 
Strategy (2012–2020) and the National Plan for Hospital Development (2018–2020), which 
aim to rationalize bed capacity and improve staff distribution. 
 
The projection to the efficiency frontier using the BCC model provides insight into how far 
inefficient hospitals are from optimal performance and what potential resource adjustments 
are required to improve efficiency (Table 4). 
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Table 4: Projection on efficiency frontier (BBC model) 
 

      Beds MD         

No. DMU Score 
 
Diff.(%) Diff.(%) Reference set 

1 Zabok 0.943 5.725 5.725 Varaždin Pakrac Knin Čakovec 
2 Sisak 0.702 29.809 29.809 Gospić Knin Čakovec   
3 Karlovac 0.793 20.661 20.661 Gospić Knin Čakovec   
4 Ogulin 0.831 16.83 19.09 Gospić Čakovec     
5 Varaždin 1 0 0         
6 Koprivnica 0.908 9.192 9.192 Varaždin Pakrac Zadar Čakovec 
7 Bjelovar 0.809 41.611 19.009 Pakrac Zadar     
8 Gospić 1 0 0         
9 Virovitica 0.991 0.94 0.94 Varaždin Pakrac Zadar Čakovec 
10 Požega 0.872 12.787 12.787 Gospić Knin Čakovec   
11 Pakrac 1 0 0         

12 
Slavonski 
Brod 0.908 9.184 32.618 Varaždin Zadar Čakovec   

13 
Nova 
Gradiška 0.852 14.804 31.941 Gospić Čakovec     

14 Zadar 1 0 0         
15 Našice 0.896 10.332 10.332 Gospić Pakrac Knin Čakovec 
16 Šibenik 0.77 23 42.45 Gospić Čakovec     
17 Knin 1 0 0         
18 Vinkovci 0.834 16.587 21.081 Gospić Čakovec     
19 Vukovar 0.559 44.088 53.571 Gospić Čakovec     
20 Pula 0.909 9.118 27.226 Varaždin Zadar Čakovec   
21 Dubrovnik 0.755 24.506 24.506 Varaždin Pakrac Zadar Čakovec 
22 Čakovec 1 0 0         

 
Average 0.879 13.144 16.406 

    
 

Max 1 44.088 53.571 
    

 
Min 0.559 0 0 

    
 

St Dev 0.117 13.189 15.508 
     

Source: Author 
 
The efficiency score indicates the current level of technical efficiency of the hospital, while 
the percentage differences for beds and doctors (MD) indicate the extent to which these inputs 
should be reduced in order to reach the efficiency frontier. The reference set identifies the 
efficient hospitals which serve as a benchmark for underperforming hospitals. On average, 
hospitals would have to cut 13.14% of beds and 16.41% of doctors in order to achieve full 
efficiency. The standard deviations indicate significant differences between hospitals and 
reflect the diversity of hospital sizes, patient populations and complexity of care, which pose a 
major challenge to cost containment under the DRG system while maintaining quality of care, 
as smaller hospitals may struggle to achieve economies of scale. 

The frontier projections quantify the precise resource adjustments required to achieve 
efficiency, but more importantly, they highlight the systemic deficiencies in the Croatia 
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hospital network. The 44.1% bed surplus in Vukovar - a region with a shrinking population - 
stands in stark contrast to the optimal utilization of a comparable infrastructure in Knin and 
shows how demographic change has rendered historical capacity plans obsolete. Hospitals 
with large service surpluses such as Vukovar, Bjelovar and Šibenik should consider shifting 
resources to areas with higher demand or reorganizing internal operations to improve resource 
turnover. Efficient hospitals such as Gospić and Čakovec should be studied to identify 
transferable best practices, particularly in terms of adjusting bed capacity and staffing to 
patient volumes. For smaller hospitals (e. g. Ogulin, Nova Gradiška), efficiency 
improvements may depend more on specialization of services and networked care models 
than on a simple reduction of inputs. 

Overall, the results confirm the mixed results of the Croatian hospital reforms. While some 
hospitals have adapted well to the efficiency-oriented reforms, others continue to face 
structural and administrative barriers. These results confirm the rationale of the 2024 hospital 
centralization reform, which aims to standardize management practices and create a more 
coherent, sustainable hospital network. The disparities in efficiency underscore the need for 
ongoing policy adjustments, sustained investment in infrastructure and digital health, and 
tailored measures to support underperforming hospitals — ultimately guiding future efforts to 
overcome inequalities and optimize resource allocation across the Croatian healthcare system. 
 
 
5. Conclusion 
 
The results of the DEA analysis show significant efficiency differences between Croatian 
general hospitals and raise critical questions about the ability of central management to 
eliminate systemic inefficiencies. Full efficiency scores in hospitals such as Gospić, Pakrac, 
Knin and Čakovec indicate that some facilities are already operating optimally, while others 
— such as Vukovar (CCR-TE: 0.541) and Bjelovar (CCR-TE: 0.611) — show persistent 
inefficiencies. These results are in line with previous studies (Arbula Blecich et al., 2024), 
which show regional differences in terms of resources, infrastructure and the distribution of 
healthcare personnel. In addition, the introduction of the DRG payment system in 2009 aimed 
to improve the cost efficiency of hospitals and reduce unnecessary hospitalizations, but 
studies show that this system sometimes incentivized hospitals to avoid complex, high-cost 
patients, exacerbating regional inequalities (Dukić Samaržija et al., 2018). This dynamic is 
reflected in the DEA results: hospitals in less resource-intensive regions or those with a more 
homogeneous patient population (e. g. smaller hospitals such as Knin and Pakrac) achieved 
higher efficiency scores, while larger hospitals serving diverse, complex populations 
struggled to achieve the same level of efficiency. The stark contrast between the highest and 
lowest performing hospitals suggests that systemic reforms need to go beyond one-size-fits-all 
solutions and take targeted measures. For example, Vukovar’s severe underperformance 
(requiring a 44% bed reduction to achieve efficiency) requires an immediate reallocation of 
resources, while moderately inefficient hospitals such as Zabok (TE: 0.943) may require only 
minor operational adjustments. 
 
The Croatian government’s recent centralization reform, which came into force with the Act 
on Amendments to the Health Care Act of 2023 (Ministry of Health, 2023) and is in line with 
the National Healthcare Development Plan (2021–2027), aims to improve financial 
sustainability through standardized hospital operations and optimized resource allocation. 
While centralized control can improve cost control through economies of scale (Harding & 
Preker, 2016), evidence from Eastern Europe shows that such reforms alone cannot ensure 
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efficiency gains (Saltman et al., 2007). This paradox is clearly evident in the Croatian context: 
although centralized oversight streamlines administration (Kutzin et al., 2010), it 
simultaneously limits the ability of local hospitals to respond to region-specific healthcare 
needs, potentially exacerbating inequalities in care. 
 
Our DEA results provide an empirical basis for these policy challenges. The standardization 
mandate in Article 5 of the Health Law (NN 120/23) could benefit low-performing hospitals 
like Bjelovar (TE = 0.611), but risks destabilizing the patient-responsive models that make 
efficient hospitals like Knin (TE = 1.0) successful. Conversely, studies (Panda & Thakur, 
2016; Dougherty et al., 2022; Brennan & Wendt, 2021) suggest that decentralized clinical 
governance can improve responsiveness, patient satisfaction, and quality of care. Article 12 
provides a legislative mechanism to preserve the clinical autonomy of high-performing 
hospitals while centralizing fiscal and infrastructure coordination – a hybrid approach that our 
findings support. However, this regulatory framework is currently not in line with the WHO’s 
Integrated People-Centered Health Services (IPCHS), as it prioritizes administrative control 
over patient-centered care coordination - a gap that our results highlight through the better 
performance of smaller, community-based hospitals. Our findings suggest that future policy 
adjustments should combine the fiscal benefits of centralization with patient-centered 
strategies, particularly by empowering communities to reduce unnecessary hospitalizations 
and by coordinating services regionally. Such an approach would not only remove the 
unintended incentives of the DRG system, but would also support Croatia’s progress towards 
achieving the SDG 3 quality targets. Our analysis shows concrete possibilities for this 
balance: Efficient hospitals like Čakovec could serve as regional hubs, sharing resources with 
neighboring underperforming hospitals while remaining flexible to adapt their services to 
local demographics. 
 
Future policy adjustments should therefore focus on three priority areas: Investments in 
infrastructure and workforce must be prioritized in hospitals that have historically 
underperformed, but must be guided by relevant benchmarks to avoid blanket allocations. 
Second, regional hospital networks linked by shared specialists or telemedicine could pool 
resources without compromising the responsiveness of local management, and third, 
continuous monitoring supplemented by clinical outcomes data would allow for iterative 
refinement of the centralization process. This nuanced approach could help balance the 
financial and operational benefits of centralization with the adaptability of local management 
to ultimately achieve sustainable efficiency gains while ensuring access to and quality of care 
in all regions. 
 
This study makes an empirical contribution by demonstrating that successful centralization 
requires tailored, hospital-specific reform strategies. The stark contrast between high-
performing hospitals such as Varaždin (PTE=1), whose management models could be 
replicated, and hospitals such as Vukovar (TE=0.541), which are in need of fundamental 
restructuring, shows that efficiency differences are due to deep-rooted systemic inequalities. 
These findings call into question the effectiveness of one-size-fits-all interventions and argue 
instead for precise measures that address the specific operational challenges and regional 
context of each individual hospital. 
 
Although this study makes an empirical contribution by providing valuable insights into the 
efficiency of Croatian general hospitals in the context of ongoing healthcare reforms, some 
limitations should be noted to support future research efforts. First, the analysis relies on 
available hospital-level data, which may not capture all relevant factors influencing efficiency 



45REGION, ENTREPRENEURSHIP, DEVELOPMENT

efficiency gains (Saltman et al., 2007). This paradox is clearly evident in the Croatian context: 
although centralized oversight streamlines administration (Kutzin et al., 2010), it 
simultaneously limits the ability of local hospitals to respond to region-specific healthcare 
needs, potentially exacerbating inequalities in care. 
 
Our DEA results provide an empirical basis for these policy challenges. The standardization 
mandate in Article 5 of the Health Law (NN 120/23) could benefit low-performing hospitals 
like Bjelovar (TE = 0.611), but risks destabilizing the patient-responsive models that make 
efficient hospitals like Knin (TE = 1.0) successful. Conversely, studies (Panda & Thakur, 
2016; Dougherty et al., 2022; Brennan & Wendt, 2021) suggest that decentralized clinical 
governance can improve responsiveness, patient satisfaction, and quality of care. Article 12 
provides a legislative mechanism to preserve the clinical autonomy of high-performing 
hospitals while centralizing fiscal and infrastructure coordination – a hybrid approach that our 
findings support. However, this regulatory framework is currently not in line with the WHO’s 
Integrated People-Centered Health Services (IPCHS), as it prioritizes administrative control 
over patient-centered care coordination - a gap that our results highlight through the better 
performance of smaller, community-based hospitals. Our findings suggest that future policy 
adjustments should combine the fiscal benefits of centralization with patient-centered 
strategies, particularly by empowering communities to reduce unnecessary hospitalizations 
and by coordinating services regionally. Such an approach would not only remove the 
unintended incentives of the DRG system, but would also support Croatia’s progress towards 
achieving the SDG 3 quality targets. Our analysis shows concrete possibilities for this 
balance: Efficient hospitals like Čakovec could serve as regional hubs, sharing resources with 
neighboring underperforming hospitals while remaining flexible to adapt their services to 
local demographics. 
 
Future policy adjustments should therefore focus on three priority areas: Investments in 
infrastructure and workforce must be prioritized in hospitals that have historically 
underperformed, but must be guided by relevant benchmarks to avoid blanket allocations. 
Second, regional hospital networks linked by shared specialists or telemedicine could pool 
resources without compromising the responsiveness of local management, and third, 
continuous monitoring supplemented by clinical outcomes data would allow for iterative 
refinement of the centralization process. This nuanced approach could help balance the 
financial and operational benefits of centralization with the adaptability of local management 
to ultimately achieve sustainable efficiency gains while ensuring access to and quality of care 
in all regions. 
 
This study makes an empirical contribution by demonstrating that successful centralization 
requires tailored, hospital-specific reform strategies. The stark contrast between high-
performing hospitals such as Varaždin (PTE=1), whose management models could be 
replicated, and hospitals such as Vukovar (TE=0.541), which are in need of fundamental 
restructuring, shows that efficiency differences are due to deep-rooted systemic inequalities. 
These findings call into question the effectiveness of one-size-fits-all interventions and argue 
instead for precise measures that address the specific operational challenges and regional 
context of each individual hospital. 
 
Although this study makes an empirical contribution by providing valuable insights into the 
efficiency of Croatian general hospitals in the context of ongoing healthcare reforms, some 
limitations should be noted to support future research efforts. First, the analysis relies on 
available hospital-level data, which may not capture all relevant factors influencing efficiency 

(e.g., patient case complexity, clinical outcomes, or quality of care indicators). For example, 
not including quality indicators may lead to an overestimation of the efficiency of hospitals 
with high patient volumes and poorer outcomes - a gap that should be addressed in future 
studies by including indicators such as readmission rates. Second, this study uses a cross-
sectional approach that provides a snapshot of hospital efficiency at a single point in time. As 
healthcare reforms evolve, efficiency scores may change and longitudinal data would provide 
more dynamic insights into the impact of the reforms. Conducting a dinamic window DEA 
analysis could trace efficiency changes before and after the implementation of reforms and 
shed light on the long-term effects of policy adjustments and hospital centralization. Such an 
analysis would be particularly valuable to assess whether administrative centralization in 2024 
reduces the differences between hospitals such as Gospić (TE: 1) and Vukovar (TE: 0.541). 
By addressing these limitations and exploring new avenues of research, future studies can 
deepen the understanding of hospital performance dynamics and provide more nuanced policy 
recommendations to promote sustainable improvements in healthcare in Croatia and beyond. 
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ABSTRACT 
 

This study examines the quality and persistence of earnings components in a frontier market 
context, analyzing 137 public companies listed on the Sarajevo Stock Exchange from 2012 to 
2021. The research investigates whether the well-documented persistence hierarchy between 
cash flows and accruals, as established by Sloan (1996) in developed markets, holds in 
Bosnia and Herzegovina's emerging economy. Using pooled ordinary least squares and fixed 
effects regression models, the study evaluates the predictive power of accrual and cash flow 
components of earnings while controlling for company-level heterogeneity. The results reveal 
important findings that challenge conventional wisdom from developed markets. First, the 
persistence coefficients for accruals and cash flows show statistically significant but 
economically marginal differences, with maximal gaps of just 0.027. The resembling 
persistence between earnings components stands in contrast to Sloan's findings of a 0.09 
persistence gap favouring cash flows. Second, extreme working capital volatility and episodic 
cash flow shortfalls dominate earnings dynamics and decreasing, but not eliminating, the 
traditional accrual-cash flow persistence hierarchy. The study proposes two explanations: (1) 
institutional constraints reduce income smoothing incentives, akin to frontier-market 
weaknesses; and (2) macroeconomic and operational volatility weakens the traditional 
persistence differential between accruals and cash flows. These findings have important 
implications for both theory and practice. Theoretically, they demonstrate how institutional 
context fundamentally alters the predictive relationships between earnings components. 
Practically, they caution investors, analysts, and standard-setters against mechanically 
applying valuation models from mature markets in frontier economies and highlight the need 
for more sensitive approaches to assessing earnings quality.  
 
Key words: Earnings, Quality, Cash flow, Accruals. 
 
 
1. Introduction   

    
Earnings quality implies earnings that are supported by cash flows and sustainable in the long 
run. Therefore, current accounting earnings are not good predictor of a company's 
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performance. First, they are short-term earnings influenced by non-recurring items. Second, 
earnings are "composed" of cash and accrual components. In short, the money that company 
earns is not equal to accounting earnings because the calculation of the latter includes non-
cash components that are subject to the discretional judgment of management. Graham et al. 
(1962) define earning power as the level of earnings a company can expect in the next five to 
ten years. They emphasize the importance of information contained in the components of 
current earnings for assessing future earning power. In accounting literature, it is assumed that 
earnings supported by cash flows are more likely to repeat in the future compared to earnings 
that consist mainly of accruals. In this sense, it is expected that earnings that consist mainly of 
accruals will be further diluted in the future (Sloan, 1996). Indeed, accruals reflect efforts for 
more relevant reporting but come at the expense of reliability because their determination 
involves a degree of subjectivity, leaving enough discretionary space for earnings 
management in line with the interests of insiders. The accrual component of earnings is based 
on calculations and allocations, not on actual cash flow, making them more susceptible to 
manipulation and estimates. It is necessary to distinguish between two types of accruals 
(Jones, 1991; Albornoz, 2003): 
  

 Non-discretionary component, which corresponds to adjustments to cash flow 
resulting from the application of accounting standards in a rational manner and taking 
into account the company's economic development conditions; 

 Discretionary component, which corresponds to adjustments to cash flow resulting 
from the subjective judgment of management in line with their interests regarding 
earnings. 

 
The distinction between these two types of accruals suggests that earnings manipulation can 
only be analyzed based on the discretionary accrual component of earnings. However, 
financial reports only allow for the calculation of the total accruals, so researchers face the 
problem of separating non-discretionary and discretionary accrual components. The 
prevailing approach involves first modeling expected non-discretionary accruals, then 
deriving discretionary accruals as the residual between total and estimated normal accruals. 
Current methodologies vary significantly in complexity, ranging from simplistic models that 
equate total accruals with discretion to sophisticated decompositions attempting to isolate 
genuine discretionary components. However, Dechow et al. (1995) highlight the absence of 
conclusive evidence regarding the comparative effectiveness of these alternative approaches, 
underscoring the inherent limitations in accrual decomposition techniques. 
 
Regarding the impact of ownership structure on the quality of reporting, Givoly et al. (2010) 
test two hypotheses. The demand hypothesis suggests that companies with stronger demands 
for higher-quality reporting from capital providers, present better earnings quality. In contrast, 
the “opportunistic behaviour” hypothesis assumes that companies with a dispersed ownership 
structure present lower earnings quality because their managers have stronger incentives for 
earnings manipulation (Givoly et al., 2010). The results of their research support the 
“opportunistic behaviour” hypothesis, that is, private companies have better quality accruals 
and a lower propensity to manage earnings compared to public companies.  
 
It is well known that less developed capital markets generally have higher concentration of 
ownership, lower investor protection and weaker transparency (La Porta et al. 1997, 1998, 
1999, 2006). Bosnia and Herzegovina is a country with low capital market development in 
terms of the low rate of population participation in the capital market (measured by the 
number of shareholders), which is reflected in the low activity and liquidity of the capital 
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test two hypotheses. The demand hypothesis suggests that companies with stronger demands 
for higher-quality reporting from capital providers, present better earnings quality. In contrast, 
the “opportunistic behaviour” hypothesis assumes that companies with a dispersed ownership 
structure present lower earnings quality because their managers have stronger incentives for 
earnings manipulation (Givoly et al., 2010). The results of their research support the 
“opportunistic behaviour” hypothesis, that is, private companies have better quality accruals 
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It is well known that less developed capital markets generally have higher concentration of 
ownership, lower investor protection and weaker transparency (La Porta et al. 1997, 1998, 
1999, 2006). Bosnia and Herzegovina is a country with low capital market development in 
terms of the low rate of population participation in the capital market (measured by the 
number of shareholders), which is reflected in the low activity and liquidity of the capital 

market, as well as in the high concentration of ownership. This is not surprising given that 
Bosnia and Herzegovina has a relatively low level of investor protection, low transparency in 
financial and non-financial reporting, and generally low financial literacy of the population. 
Consequently, there is also a lack of media focus on financial topics and investment culture in 
general, which is why there is a lack of public interest in the earning power of public 
companies. Considering the weaknesses of the capital market in the Federation of Bosnia and 
Herzegovina, the behaviour of companies on the Sarajevo Stock Exchange to some extent 
resembles that of private companies, which may mean fewer incentives for earnings 
management. Therefore, the question arises: are cash flow earnings a better signal of earnings 
persistence compared to accrual earnings for companies operating in a poorly developed 
capital market? 
 
The remainder of the paper is organized as follows. The second part of the paper summarizes 
previous research on earnings quality and persistence of cash earnings. The third part of the 
paper describes the construction of the research sample, defines the research variables, 
sources of collected data, research hypothesis, and methodology used for testing the proposed 
research hypothesis. The fourth part of the paper presents the results and discussion of the 
research results, while the fifth part provides the main conclusions of the paper, research 
limitations, and guidelines for future research. 
 
 
2. Previous research 
 
Sloan (1996) investigated the impact of earnings quality on future earnings of companies in 
the U.S. and the extent to which stock prices reflect information contained in the accrual and 
cash components of earnings. The research showed greater sustainability of earnings 
dominated by the cash component, but stock prices do not fully reflect the greater persistence 
of earnings that can be attributed to the cash flow component and the lower persistence of 
earnings that can be attributed to the accrual component of earnings. Sloan (1996) excluded 
the accrual component of earnings related to investment activities, focusing on operating 
accrual component. However, Richardson et al. (2001) used a more comprehensive measure 
of accrual earnings determined as the difference between net income and free cash flows and 
confirmed that the total accrual component of earnings provides an intuitive and robust 
measure of earnings quality. In other words, information on earnings quality contained in the 
accrual component is not concentrated in individual categories of accruals. They also 
documented that current accruals are less persistent than cash flows, while non-current 
accruals are as persistent as cash flows. A potential explanation for this phenomenon is that 
current accruals reverse in the next year or even earlier. Thus, companies with extreme 
current accruals spill over into earnings changes in the next year. In contrast, non-current 
accruals take longer to reverse, so a reversal in the next year is not certain (Richardson et al. 
2001). 
 
Givoly et al. ((2010) examined the earnings quality of private and public companies and 
documented that private companies have higher-quality accruals and a lower tendency for 
earnings management than public companies. Similar conclusions were reached by Beatty et 
al. (2002) in the banking industry. Indeed, the authors documented that public banks are less 
likely to report earnings declines, underestimate loan loss provisions, and adjust the 
recognition of realized gains or losses on securities to prevent earnings declines, and report 
longer series of earnings increases compared to private banks. Such results are attributed to 
the greater tendency of public banks to manipulate earnings compared to private banks. This 
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stems from some investors’ naive reliance on accounting earnings to form expectations about 
future earning power (Bhattacharya, 2001). In contrast, Burgstahler et al. (2006) found that 
earnings management is a characteristic of private companies but occurs more frequently in 
countries with weaker legal systems. Similarly, Leuz et al. (2003) showed that weak investor 
protection enables earnings manipulation, reducing financial reporting quality. 
 
 
3. Research methodology 

 
The research was conducted on a sample of 137 non-financial public companies listed on the 
Sarajevo Stock Exchange over a period of 10 years (2012-2021). The research period does not 
extend beyond 2021 due to significant changes in the presentation format of financial 
statements. Financial companies, such as banks, insurance companies, and leasing companies, 
were not included in the sample due to the specific nature of their business. The research 
sample included all companies for which data on the research variables were available. Data 
were collected from audited financial reports published on the Sarajevo Stock Exchange. The 
empirical analysis consists of two parts. First, the accrual component of earnings is calculated, 
which is then included in the panel regression equation along with the cash component of 
earnings. The study hypothesizes that the accrual component of earnings is less persistent than 
the cash flow component:  

 
H1: The accrual component of earnings demonstrates lower persistence than cash 

flows, leading to predictable future profitability declines for high-accrual firms. 
 
The test of earnings persistence is focused on the analysis of cash flow from operating 
activities because this measure is considered less susceptible to manipulation compared to 
accounting earnings, which contain accrual components, deferred items, valuations, and 
allocations that involve a high degree of subjectivity (Bernstein, 1993). The accrual 
component of earnings is typically calculated using the following formula (Healy 1985, Jones 
Dechow et al. 1995, Sloan, 1996): 
 
 

TA = (ΔCA − ΔCash) − (ΔCL − ΔSTD − ΔTP) − Dep                             (1) 
 
where 
ΔCA = change in current assets 
ΔCash = change in cash and cash equivalents 
ΔCL = change in current liabilities 
ΔSTD = change in debt included in current liabilities 
ΔTP = change in income taxes payable 
Dep = depreciation and amortization expense 
 
This study deviates from Sloan’s (1996) original accruals formula by excluding income taxes 
payable. This adjustment is necessary because our regression is based on net income after tax 
as the dependent variable, whereas Sloan employed income before extraordinary items under 
U.S. GAAP. The methodological difference arises from fundamental reporting variations in 
accounting standards. IFRS (adopted in this study) no longer permits the extraordinary items 
classification according to IAS 1 and requires all material gains/losses to be incorporated into 
normal operating results. Consequently, net income under IFRS provides a more 
comprehensive measure of performance, aligning with our analytical framework.  
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The adjusted accruals formula is specified as follow: 
 

TA = (ΔCA − ΔCash) − (ΔCL − ΔSTD) − Dep                                  (2) 
 
 
The empirical test of the hypothesis on the persistence of earnings was tested using the 
following model: 
 

Eearningst+1 = γ0 + γ1At + γ2CFt + vt+1                                               (3) 
 
where 
 
EPSt+1 = earnings in t + 1 period 
At = accruals in period t 
CFt = cash flows in period t 
𝛾𝛾1 < 𝛾𝛾2 
 
A smaller coefficient for the accrual component reflects the lower consistency of earnings 
composed of the accrual component compared to earnings that are more covered by cash 
(Sloan, 1996). The proposed variables were measured as follows: 
 
 

Earnings =  Net income
Average total assets 

 

Accrual component = Accruals
Average total assets 

 

Cash Flow component = Net income − Accruals
Average total assets  

 

Average total assets = Total assetst − Total assetst−1
2  

 
For easier comparison, total earnings, accrual and cash components of earnings were scaled 
by the size of the total assets or more precisely by the average book value of the company's 
assets. To ensure the robustness and reliability of our empirical results, we exclude 
observations in the top and bottom 1% of all continuous variables. The 1% trimming rule is 
widely adopted in accounting and finance literature (Dechow et al. 2010; Givoly et al. 2017) 
because it balances sample representativeness, reduces skewness and kurtosis in distributions 
and ensures stable coefficient estimates in regressions. 
 
 
4. Research Results and Discussion 
 
Table 1 presents the descriptive statistics of the research sample. Net income shows a modest 
mean profitability of 0.32% (σ = 4.87%), indicating relatively low earnings in the sample. The 
large standard deviation relative to the mean suggests substantial cross-sectional variability in 
performance. Cash flows are positive on average (3.67%, σ = 7.27%), exceeding net income, 
while accruals are negative (−0.027, σ = 6.99%), a pattern often observed in capital-intensive 
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sectors with heavy depreciation. This pattern is especially present in our sample, which 
contains a significant portion of state owned companies in capital-intensive industries 
(energy, utilities, mining, defense, etc)  and a large proportion of small-cap companies where 
listing status primarily reflects regulatory compliance rather than active capital-raising 
options. Notably, these two groups often overlap, meaning that many of the state owned 
companies, despite their operational scale and maturity, trade as small-cap stocks due to 
market inefficiencies or institutional constraints. The near-identical standard deviations of 
accruals and cash flows suggest balanced volatility between these earnings components. 
Figure 1 plots the annual standard deviations of cash flows and accruals, illustrating how their 
volatility evolves over time. This pattern is consistent with natural operating cycles or neutral 
accounting policies that do not indicate income smoothing behaviour. 
 

Table 1: Descriptive statistics 
 

Variable Observations Mean Std. Dev. Min Max 
Net income 1092 0.0032 0.0487 -0.1819 0.1870 
Accruals 1092 -0.0274 0.0699 -0.4328 0.3055 
Cash flows 1092 0.0367 0.0727 -0.2211 0.2979 

 
Source: Authors 

 
Figure 1: Annual standard deviations of accruals and cash Flows 

 
Source: Authors 

 
Table 2 shows correlation analysis between net income, accruals and cash flows. The 
correlations reveal that cash flows (ρ = 0.39) are more strongly tied to net income than 
accruals (ρ = 0.29), supporting their higher earnings persistence found in Sloan (1996). 
However, the strong negative correlation between accruals and cash flows (ρ = -0.77) 
suggests our sample’s small-cap companies or IFRS reporting standards may drive aggressive 
working capital adjustments. While Dechow (1994) interprets such correlations as evidence of 
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smoothing behaviour, Oh & Penman (2020) contend that extreme accrual volatility typically 
signals poor earnings quality. Our results support this latter view. While our mean accruals 
remain modest relative to assets, their increased volatility and strong negative correlation with 
cash flows reveal two concurrent forces that shape earnings dynamics. First, aggressive 
working capital adjustments during cash shortfalls emerge as a dominant factor. Second, 
significant variation arises from heterogeneous accounting policies or operating cycles, as 
reflected in the high dispersion of accruals. The notion that working capital adjustments 
behave as mechanical stabilizers rather than discretionary tools aligns with Oh & Penman 
(2020)'s framework of quality deterioration under institutional constraints. While negative 
mean accruals might superficially resemble patterns typical for mature companies, their 
unsteady magnitudes and tight coupling with cash flows point to a fundamentally different 
mechanism where institutional constraints like small-cap financing limits can force companies 
to prioritize short-term liquidity survival over intentional income smoothing. In that sense, our 
study suggests that institutional constraints in underdeveloped capital markets may 
systematically amplify the accrual noise identified by Dechow & Dichev (2002). 
   

Table 2: Correlation analysis 
 

  Earnings (Net income) Accruals Cash Flows 
Earnings 1.00 

  
 

- 
  Accruals 0.2897 1.00 

 
 

(0.00) - 
 Cash flows 0.3913 -0.7674 1.00 

  (0.00) (0.00) - 
p values in parentheses 

Source: Authors 
 
Table 3 displays the estimation results from panel data analysis. Column (2) presents the 
pooled OLS regression, while columns (3) and (4) report the results of the panel regression 
with random and fixed effects, respectively. 
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Table 3: Panel regression analysis 
 

(1) 
Predictors 

(2) 
Pooled OLS model 

(3) 
Random effects model 

(4) 
Fixed effects model 

Accruals 0.634*** 0.622*** 0.264*** 
 (22.89) (22.21) (5.25) 
    
Cash flows 0.694*** 0.681*** 0.291*** 
 (26.48) (25.59) (5.91) 
    
Constant 0.0002614 0.000328 0.00279*** 
 (0.20) (0.24) (3.57) 
Observations 912 912 912 

F test F(2,909) = 359.69 
Prob > F= 0.00 

 
 

F(2,136) = 17.48 
Prob > F= 0.00 

Breusch-Pagan LM test 
chibar2(01) = 1.65 
Prob > chibar2 = 

0.0997 

R-sq: 
within  = 0.0807 

between = 0.8578 
overall = 0.4417 

Hausman test (FE vs. RE) chi2(2) =  189.55 
Prob>chi2 = 0.0000 

 

 - Since the Modified Wald test for the groupwise heteroscedasticity in fixed effect regression model suggested 
that we may have problem with heteroscedasticity of variance and Wooldridge test revealed the existence of 
autocorrelation we conducted a fixed effects model with “robust” variances (Huber, 1967; White, 1980) to 
address these violations of classical assumptions. 
t statistics in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 

Source: Authors 
 
 
From Table 3, it is evident that the coefficient for the accrual component of earnings is lower 
compared to the coefficient for the cash component of earnings in all models of the panel 
regression analysis, and the F-test has shown that the hypothesis of equality between these 
two coefficients cannot be accepted. Pooled OLS shows higher persistence for both accruals 
(0.634) and cash flows (0.694) compared to fixed effects estimates, suggesting unobserved 
heterogeneity biases OLS coefficients upward. This aligns with Dechow's (1994) finding that 
company-specific factors inflate accrual persistence in pooled models. Fixed effects estimates 
(0.264 accruals, 0.291 cash flows) are more conservative and likely more reliable according to 
Hausman test. Persistence is, by definition, a time-series property, but estimating dynamic 
model using Arellano-Bond estimator, cash flows automatically drop out due to high 
collinearity. This obscures the economic comparison Sloan’s hypothesis requires. 
 
Cash flows in fixed effects model remain more persistent than accruals, but both components 
are less persistent than in Sloan's study (0.86 cash flows, 0.77 accruals), indicating the cash 
flow superiority observed in developed markets nearly disappears in this context. The near-
equivalence of cash flow (0.291) and accrual persistence (0.264) challenges the traditional 
hierarchy observed in developed markets. This pattern gains further support when compared 
to the income-only regression (β=0.276) (see Appendix 1, Table 5, column 2). The minimal 
improvement in explanatory power from splitting income into accrual and cash flow 
component reinforces the economic insignificance of the cash-accrual persistence gap in 
Federation of Bosnia and Herzegovina. By using net income as dependent variable we 
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Constant 0.0002614 0.000328 0.00279*** 
 (0.20) (0.24) (3.57) 
Observations 912 912 912 

F test F(2,909) = 359.69 
Prob > F= 0.00 

 
 

F(2,136) = 17.48 
Prob > F= 0.00 

Breusch-Pagan LM test 
chibar2(01) = 1.65 
Prob > chibar2 = 

0.0997 

R-sq: 
within  = 0.0807 

between = 0.8578 
overall = 0.4417 

Hausman test (FE vs. RE) chi2(2) =  189.55 
Prob>chi2 = 0.0000 

 

 - Since the Modified Wald test for the groupwise heteroscedasticity in fixed effect regression model suggested 
that we may have problem with heteroscedasticity of variance and Wooldridge test revealed the existence of 
autocorrelation we conducted a fixed effects model with “robust” variances (Huber, 1967; White, 1980) to 
address these violations of classical assumptions. 
t statistics in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 

Source: Authors 
 
 
From Table 3, it is evident that the coefficient for the accrual component of earnings is lower 
compared to the coefficient for the cash component of earnings in all models of the panel 
regression analysis, and the F-test has shown that the hypothesis of equality between these 
two coefficients cannot be accepted. Pooled OLS shows higher persistence for both accruals 
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heterogeneity biases OLS coefficients upward. This aligns with Dechow's (1994) finding that 
company-specific factors inflate accrual persistence in pooled models. Fixed effects estimates 
(0.264 accruals, 0.291 cash flows) are more conservative and likely more reliable according to 
Hausman test. Persistence is, by definition, a time-series property, but estimating dynamic 
model using Arellano-Bond estimator, cash flows automatically drop out due to high 
collinearity. This obscures the economic comparison Sloan’s hypothesis requires. 
 
Cash flows in fixed effects model remain more persistent than accruals, but both components 
are less persistent than in Sloan's study (0.86 cash flows, 0.77 accruals), indicating the cash 
flow superiority observed in developed markets nearly disappears in this context. The near-
equivalence of cash flow (0.291) and accrual persistence (0.264) challenges the traditional 
hierarchy observed in developed markets. This pattern gains further support when compared 
to the income-only regression (β=0.276) (see Appendix 1, Table 5, column 2). The minimal 
improvement in explanatory power from splitting income into accrual and cash flow 
component reinforces the economic insignificance of the cash-accrual persistence gap in 
Federation of Bosnia and Herzegovina. By using net income as dependent variable we 

acknowledge that we deviate from Sloan (1996) and exclude taxes. So, we replicate results 
with total accruals measured as net income minus cash flow from operating activities. Results 
are qualitatively similar (see Table 4 in Appendix 1, column 3 and 4), suggesting tax accruals 
do not drive our findings.  
 
We have also estimated panel regression with control variables (lagged ROA, leverage, log-
assets, sales growth and year dummies). Our controlled estimates align with Sloan’s 
hypothesis that cash flows are more persistent than accruals. However, the cash-accrual gap 
(0.029) is still lower than Sloan's (see Table 4 in Appendix 1, column 2) even though is 
slightly higher compared to the regression without control variables (0.027). The significant 
drop in R² after including control variables suggests they add little explanatory power beyond 
accruals and cash flows, consistent with Sloan’s findings that these components dominate 
earnings persistence. This implies that firm characteristics do not meaningfully alter the 
predictive relationship between accruals, cash flows, and future performance. 
 
Additionally, we divided the research period into two phases: the pre-COVID-19 pandemic 
era (2012–2019) and the pandemic period (2020–2021). Splitting the research sample into two 
subsamples increased persistence coefficients for both periods’ accruals and cash flows. 
However, both accruals (0.829 vs. 0.585) and cash flows (0.859 vs. 0.635) showed higher 
persistence during COVID-19 (see Table 4 in Appendix 1, column 5 and 6). Contrary to 
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phenomenon may reflect government interventions that temporarily stabilized operations and 
reduced earnings volatility. The cash-accrual gap was higher for the pre-COVID-19 era (0.05) 
compared to COVID-19 pandemic era (0.03) but still lower than Sloan’s. 
 
Building on the institutional and macro-volatility factors proposed earlier, we identify two 
possible drivers of the fading persistence differential: (1) institutional constraints reduce 
income smoothing incentives, akin to frontier-market weaknesses; and (2) macroeconomic 
and operational volatility weakens the traditional persistence differential between accruals and 
cash flows. These forces operate through distinct but complementary channels. While 
institutional underdevelopment weakens traditional income smoothing incentives, the capital-
intensive nature of our sample adds asset-driven accrual volatility through large depreciation 
charges that further erodes persistence differential. Thus, the near-convergence of accrual and 
cash flow persistence reflects neither pure measurement error nor deliberate smoothing, but 
rather a mechanical outcome of companies operating under binding liquidity constraints and 
rigid asset structures. This redefines the boundary conditions of Sloan’s hierarchy, showing 
how institutional and operational contexts jointly reshape earnings quality dynamics.  
 
 
5. Conclusion 
 
This study analyzes earnings persistence among 137 firms listed on the Sarajevo Stock 
Exchange (2012–2021), testing whether the cash-accrual persistence hierarchy observed in 
developed markets holds in Bosnia and Herzegovina’s frontier economy. Our results indicate 
that the traditional persistence gap between cash flows and accruals is markedly smaller in 
this setting, with economically marginal differences despite statistical significance. This 
pattern may reflect institutional factors like weaker incentives for earnings smoothing or 
operational volatility that renders both accruals and cash flows similarly transient.  
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The findings carry important implications for Bosnia and Herzegovina’s financial ecosystem. 
Policymakers should recognize that weaker earnings persistence hierarchies may reflect 
institutional underdevelopment, warranting targeted reforms to strengthen enforcement 
mechanisms. For capital market participants the results underscore the need to supplement 
earnings-based metrics with alternative indicators like sector-specific cash flow drivers to 
mitigate the risks of overreliance on transient components. While the findings do not reject 
the broader persistence hierarchy, they highlight contextual limitations in applying developed-
market models to frontier economies. Future research could explore whether this convergence 
is systematic across emerging markets, disentangling the roles of discretionary smoothing and 
exogenous shocks. 
 
Finally, it is important to emphasize that, due to the small number of companies within certain 
industries, the research was not conducted separately for each industry, although this would 
be necessary for a comprehensive approach to this phenomenon. Indeed, given the nature of 
certain industries, it is reasonable to expect different approaches to working capital 
management across industries, which would also be reflected in the level of the accrual and 
cash components of earnings. Similarly, the varying scope and cycle of investments in certain 
industries could change the assessment of earnings quality in a particular industry. Ultimately, 
earnings quality may also depend on the structure and identity of the owners, which, in 
combination with various external factors such as investor protection, the level of corporate 
governance culture, and the development of the capital market in general, can influence the 
incentives for earnings management and the quality of earnings. In this sense, analyzing 
companies within each industry, as well as analyzing companies based on ownership structure 
and identity across multiple countries with different legal and financial characteristics 
represent fertile ground for new research and verification of the conclusions derived from this 
study. 
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Appendix  

Table A1:  Regressions with control variables and subsamples during COVID-19 and for pre 
COVID-19 pandemic 

 (1) (2) (3) (4) (5) 
Independent 
variables 

FE regression 
with Sloan 

accruals and 
control variables 

FE 
regression 

with 
accruals 

defined as 
Net income 

– CFO 

FE regression 
with accruals 
defined as Net 
income – CFO 

and control 
variables 

FE regression 
with Sloan 

accruals and 
control 

variables 
during COVID-

19 

FE regression 
with Sloan 

accruals and 
control variables 
pre-COVID-19 

Accruals 0.253***   0.829*** 0.585*** 
 (4.24)   (8.88) (9.98) 
Cash flows 0.282***   0.859*** 0.635*** 
 (4.86)   (9.50) (11.42) 
Lagged ROA -0.109*  -0.111* 0.0187 0.0952 
 (-2.32)  (-2.42) (0.25) (1.89) 
leverage 0.0108**  0.0110** -0.00176 0.00208 
 (2.68)  (2.79) (-0.16) (0.83) 
Log assets -0.0225  -0.0227 0.00141 0.000756 
 (-1.82)  (-1.88) (0.86) (0.84) 
Sales growth -0.000590***  -0.000585*** -0.0112 0.000102 
 (-5.98)  (-5.91) (-0.90) (1.22) 
 (0.68)  (0.81) (.)  
Accruals (NI-
CFO) 

 0.275*** 0.271***   

  (5.57) (4.60)   
Cash flow (CFO)  0.284*** 0.270***   
  (5.91) (4.62)   
Constant 0.367 0.00342*** 0.371 -0.0242 -0.0135 
 (1.82) (8.33) (1.88) (-0.86) (-0.90) 
N 747 907 742 101 646 

R-sq: 

within  = 0.1053  
between = 

0.0022 
overall = 0.0010 

    
 
 

t statistics in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 

 
Table A2:  Regression with earnings as independent variable 

 (1) 
 Income (t+1) 

(2)  
Income (t+1) 

Accruals 0.264***  
 (7.49)  
Cash flows 0.291***  
 (8.15)  
Income  0.276*** 
  (8.12) 
_cons 0.00279* 0.00361*** 
 (2.23) (3.32) 
r2_w 0.0807 0.0786 
r2_b 0.8578 0.8514 
r2_o 0.4417 0.4355 
N 912 912 
t statistics in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 

Source: Authors 



62 14th INTERNATIONAL SCIENTIFIC CONFERENCE

A scientific paper 
Dorotea Markasović 
Faculty of Economics and Business, University of Dubrovnik, Croatia 
E-mail address: dorotea.markasovic@unidu.hr  
 
Marija Bečić, Ph. D. 
Faculty of Economics and Business, University of Dubrovnik, Croatia         
E-mail address: marija.becic@unidu.hr  
 
 

THE IMPACT OF SELECTED MACROECONOMIC VARIABLES ON 
THE HAPPINESS INDEX IN EU MEMBER STATES  

 
 

ABSTRACT 
 

This paper analyses the happiness index in the European Union. Happiness has found its path 
to the economics, having high importance and influence on numerous indicators. Above all, 
many recent authors suggest happiness index as one of the alternative measures of economic 
performance and an important goal for policy creators. The aim of this paper is to bring new 
insights of the happiness index in the EU27 countries reflected in savings, unemployment rate, 
living alone, median age of population and real GDP per capita. In order to analyse the 
importance of happiness in the economy, secondary data is collected from following 
databases: Eurostat, Country Economy, World Economic Outlook (WEO). The methods used 
in the paper are regression analysis, correlation analysis and descriptive statistical methods. 
Findings suggest that for 9 countries in examined period 2015. – 2023., the unemployment 
rate is not significant for the happiness index. Among those countries two groups can be 
identified - more developed ones which are among the happiest (Belgium, Ireland, Sweden, 
Finland), and those in transition, where happiness is not at high levels (Bulgaria, Romania, 
Estonia, Slovakia, Slovenia). This raises the question about the social awareness, measures of 
social policies, and national culture of those countries, and leaves space for future research. 
The relationship between savings and happiness turned out to be ambiguous, while the 
variables “happiness index” and “one-person household” have a negative relationship in the 
majority of countries. However, in a small number of countries the relationship between these 
variables is positive and strong, which can be significant to consider for policy creators, but 
also an opportunity for reforms in the demographic policy on the EU level, especially when 
considering the aging of the EU population. To conclude, this paper identified numerous 
research gaps, so this area of research will continue to be the focus of many scientists, but 
also useful for policy creators. 
 
Key words: EU countries, Happiness index, One-person household, Savings, Unemployment  
                  rate. 
 
 
1. Introduction 
 
Challenges of the modern world have significant influence on modern economy. In such 
vivid, unpredictable times, the desired goal comes into question: is it still maximizing profit, 
or something else? In the late 1970s, king Jigme Singye Wangchuck stated, “Gross National 
Happiness is more important than Gross Domestic Product” (OPHI, 2025). Since then, many 
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1. Introduction 
 
Challenges of the modern world have significant influence on modern economy. In such 
vivid, unpredictable times, the desired goal comes into question: is it still maximizing profit, 
or something else? In the late 1970s, king Jigme Singye Wangchuck stated, “Gross National 
Happiness is more important than Gross Domestic Product” (OPHI, 2025). Since then, many 

scholars (Stiglitz, Sen, & Fitoussi, 2009, Delhey & Krol, 2013, Costanza et al. 2014) have 
accepted this claim and advocate the happiness index as a substitutional, or alternative 
measure for GDP, thus the goal of policy makers. Happiness is influenced by many intrinsic 
states, and external events, so it is a challenge to determine which variables describe it in the 
best way, or have the biggest impact, especially considering difference between national 
cultures.   
 
The aim of this paper is to bring new insights of the happiness index in the EU27 countries 
reflected in savings, unemployment rate, living alone, median age of population and real GDP 
per capita. This study fulfils many research gaps, questioning significance of unemployment 
rate for happiness, and also determining the relationship between aging of population and 
happiness in EU countries.  
 
Paper consists of five chapters. The opening chapter is Introduction where it has been given 
the general background, context, and significance of study. Furthermore, in Introduction can 
be seen main aim of this research. In Chapter 2: Literature review, it has been explained 
significance of each considered variable and their influence on happiness. All in all, this 
Chapter also provides insights in levels of happiness in different European countries. In 
Chapter 3 methodology has been explained. In this chapter, several hypotheses have also been 
specified. Chapter 4 provides all results. The results confirmed assumptions displayed in the 
paper. The last chapter shows some conclusion remarks.  
 
 
2. Literature review 
 
The literature review provides an explanation of why the independent variables were used and 
their relationship with the dependent variable. Happiness today is usually measured through 
happiness index, which is composed of indicators in following domains: “life satisfaction, the 
feeling of happiness, and other happiness domains: psychological well-being, health, time 
balance, community, social support, education, arts and culture, environment, governance, 
material well-being, and work” (Musikanski et al., 2017, 5). Frey and Stutzer (2002, 3) 
underlined that happiness depends on three set of factors: a) demographic and personality 
factors (e.g., age, gender and family circumstances, as well as nationality, education, and 
health; b) economic factors (in particular unemployment, income, and inflation); c) political 
factors (such as the extent of possibilities for citizens to participate in politics, and the degree 
of governmental decentralisation) to describe happiness. However, in this paper, as the 
dependent variable it has been used happiness index, in the way it is measured in World 
happiness reports (happiness ranking is based on a life evaluation question derived from the 
Cantril Ladder). It asks people to rate their life on a 0-10 scale, from the worst possible life 
(0) to the best possible life (10) (WHR, 2024). Despite some authors suggested alternative 
variables that can explain the level of happiness, such as GDP per capita, or Human 
Development Index (HDI) (Leigh & Wolfers, 2006), in this paper focus is on presenting 
happiness through variable that incorporates many different aspects of human life that cause 
oscillation in happiness. Besides, lots of authors agree that happiness should become the main 
goal for policy creators (Recher, 2022; Bris, 2017), and that GDP is past. Also, many authors 
wanted to check relationships, causality and oscillations between different selected variables, 
and happiness in various contexts. Below are some of them.  
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2.1. Relationship of happiness and other selected variables                               
 
Since it is complex to determine what happiness really is, numerous authors tried to find 
connection between different variables, like happiness (measured through happiness index), 
and savings and consumption (Guven, 2012), happiness and migration (Graham & Markowitz 
2011, Graham & Nikolova, 2018), happiness and labour market outcomes (Krause, 2013, 
O’Connor, 2020). As such complex index, happiness index can be a good indicator for 
economic development, especially in terms of sustainable development (Cloutier & Pfeiffer, 
2015, 6). Ko et al. (2024, 231) examined “the relationship between climate change and 
happiness using panel data from 140 countries between 2008 and 2020.” As independent 
variables they used greenhouse gas (GHG) emissions (specifically carbon dioxide (CO2), 
methane (CH4), and nitrous oxide (N2O)], while dependent variable was happiness, and 
controlling variables: GDP per capita, child mortality, and inequality. Their analysis revealed 
“that while emissions have limited direct effects on happiness, economic development and 
public health remain critical drivers of well-being” (Ko et al., 2024, 231). In this research, it is 
also shown that economic growth plays a key role in forming happiness in developing 
economies, while “developed countries show a negative association between emissions and 
happiness, highlighting growing environmental concerns” (Ko et al., 2024, 231).  
In many cultures it is known proverb that money cannot buy happiness, and that was one of 
the first scientific conclusions in this field (Easterlin paradox in 1974). Nevertheless, current 
papers on this topic give a little different picture. For example, Stevenson & Wolfers (2013) 
examined World Bank data from more than 150 countries. The main conclusion was that the 
more money individual has, the happier he/she tends to be. However, Wiblin (2016) 
underlined that money will make a person a little happier, precisely “each doubling of your 
income correlated with a life satisfaction 0.5 points higher on a scale of 1 to 10.” This means, 
that doubling income may make a person only about 5% happier than he/she is right now 
(Wiblin, 2016). In general, people tend to be more satisfied when they have some savings. As 
Evans & Davies (2024, 5) noticed: “while 47% of non-savers were ‘mostly’ or ‘completely’ 
satisfied with their life, this rises to 63% among those saving £300-399 per month.” This is 
why in this paper we assume that savings and happiness index will have strong and 
positive correlation.  
 
Considering relationship between unemployment and happiness, Chadi (2014, 1111) stated 
that ‘The experience of unemployment is one of the most significant causes of unhappiness.” 
Winkelmann (2014), who conducted his research considering data in period 1984 – 2011 for 
the West Germany, concluded that “average life satisfaction for unemployed workers, at 5.5–
6.2 on the 0−10 scale, is always at least a full point below that of employed workers.” More 
than 20 years ago, Wolfers (2003) came up with the results that showed that unemployment 
has about five times (4.7) bigger impact on the level of happiness than inflation (Caleiras, 
2011). Especially vulnerable group are young people, with high expectations and aspirations, 
regarding the value of their educational degree’s, who, mainly in less developed countries 
cannot get their first job (Dieguez & Fonseca, 2016). Due to complexity of unemployment (it 
is not always nonvoluntary), some authors questioned previous statement. For example, 
Ohtake (2012) underlined that perhaps voluntary unemployed individuals reach higher levels 
of happiness. As one of the potential solutions, Ohtake (2012) advocated creating more jobs, 
and improving quality of work life. On the other hand, many authors already proved negative 
effects that unemployment has on the level of happiness (e.g., Mota, 2009; Helliwell, Layard, 
& Sachs, 2017). Based on previous conclusions, in this paper we assume that happier 
countries will have lower unemployment rate.  
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Many European countries have decrease in population, and aging of population becomes 
problem, from many different aspects: demographic policy, pressure on pension system, etc. 
Scott, Ellison Sinclair (2021, 616) showed that “a slowdown in aging that increases life 
expectancy by 1 year is worth US$38 trillion, and by 10 years, US$367 trillion.” Besides, age 
of population is linked with some economic trends, like silver economy, so it can generate 
some new jobs, and business opportunities. According to WHR (2024), globally, the happiest 
group are still young people aged 15-24. “But this gap is narrowing in Western Europe and 
recently reversed in North America due to falling life satisfaction among the young.” (WHR, 
2024, 17). Results of study conducted by Chaudhary & Srivastava (2024, 108) showed “a 
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those who live in retirement homes.” On the basis of systematic literature review which 
included 63 scientific articles published in period 2000 – 2015, Mhaske (2017, 71) concluded 
that “happiest elders were more likely to be home dwelling elders than institutionalized aged.” 
Although the big part of it plays being surrounded with familiar faces and significant others, it 
is economically easier to afford petite luxuries, and increase life quality. We assume that 
higher median age (i.e., an older population) positively affects the happiness index, in 
other words, older nations are happier.  
 
Previously described variable is tightly linked with one-person household. Living alone has its 
benefits, but it can be more expensive. Housing affordability becomes a great problem in the 
whole Europe and is one of the parameters because young people choose to stay with their 
elders longer than it was usual before. As living in a decent shelter is one of the basic human 
needs, living in one that does not meet the criteria, highly influence physical health and 
happiness, causing higher scores on depression and perceived stress scales, as shown in the 
paper by Cattaneo et al. (2009). Loneliness is another problem – in 2016., research conducted 
in UK, of more than 300,000 adults, showed that “married people had the highest levels of 
happiness, averaging 7.67 out of 10, higher than co-habiting, single, widowed or divorced 
people.” (Steel, 2016). Burlina & Rodríguez-Pose (2023) linked the whole economic growth 
with loneliness, stating that high shares of lonely people undermine it. Considering living 
alone, in this paper we assume that happiness index and living alone have strong and 
negative correlation.  
 
Oishi et al. (2022) conducted the research where they have established relationship between 
GDP per capita and happiness. Their findings suggested that, “over the last 5 decades, the 
income–happiness correlation has increased, not decreased, in the USA and several European 
countries. The income–happiness correlation tends to get higher when both GDP per capita 
and income inequality are high, whereas it tends to get lower when GDP per capita and/or 
income inequality are low” (Oishi et al., 2022, p. 224). In the same article, such connections 
were not noticed for countries like Japan, or those in Latin America, which is very interesting. 
Stevenson (2021) in her paper suggested that “once a country reaches a certain level of 
happiness, excess happiness beyond this tends to dampen growth”. This is why in this paper 
we will assume negative relationship in a long term.  
 
Last, but not least, is crisis. During some considered time period, different crises can occur. 
For example, in 21st century world already experienced global financial crisis, global 
pandemic, and currently some wars effecting global economy are still in progress. Ko, Leung, 
& Chen (2025) conducted empirical research, using GMM methodology, gathering data from 
134 countries for period 2008 – 2019. One of their key results showed that “economic crises 
significantly reduce happiness, with debt crises having the strongest effect.” Besides, they 
have concluded that, during economic crises, developing economies experience more drastic 
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happiness decrease. On the contrary, they noticed that “robust social safety nets and job 
creation programs mitigate adverse effects on happiness”. As many authors previously 
mentioned, they suggested improvement in international cooperation, especially as an 
important tool for mitigating global economic downturns, and adopting context-specific 
strategies (e.g., sustainable development), applicable for regional differences (Ko et al., 
2025). Additionally, particular countries in Europe, despite they are perhaps not part of the 
EU, conduct macroeconomic policy that improves happiness among their populations. As 
they are known as happiest, we wanted to provide more detail answer on question is Europe 
really a happy place.  
 
2.2. Is Europe a happy place?                                
 
Many happiest countries in the world are located in the Europe (e.g., Finland, Denmark, 
Switzerland, Island, Norway, Sweden, Luxembourg, Netherlands), with Finland being the 
happiest country in the world from 2017 onwards (WHR, 2024). Countries where residents 
were happy above EU average, regarding the considered period (2017 – 2023) are: United 
Kingdom, Sweden, Netherlands, Luxembourg, Austria, Belgium, Ireland, Czech Republic, 
Denmark, Finland, Germany. These countries are mainly in Western and Norther Europe, 
with the exception of Czech Republic, so that country can be a role model for Croatia to 
improve happiness of its residents. Focusing on countries in region (e.g., Croatia, Slovenia, 
Serbia, Bosnia and Herzegovina, Montenegro, North Macedonia), another impression is 
obtained. These countries, in period 2017 – 2024, never reached top 20 happiest countries in 
the world, with the exception of Slovenia, which was in 21st place in recent period (WHR, 
2024). Additionally, considering that happiness index is measured on a scale ranging from 0 
to 10 ─ where 0 means “very unhappy” and 10 “very happy” – the highest score of 7,74 (data 
for Finland, for 2024, according to Statista) is actually not so high. It can be concluded that 
there is significant space for improvement, especially in the context of macroeconomic 
policies.  
 
The WHR editors (Helliwell et al., 2024) advocate that the goal of government should be to 
implement policies that would be best to increase happiness in society, i.e., the goal should be 
enrichment of mankind's feeling of happiness and well-being. The challenge then lies in 
evaluating happiness-based policies – a complex task that requires careful cost-benefit 
analyses in terms of well-being created per person (Helliwell et al., 2024). Oishi & Diener 
(2014, 195) suggested that “self-reported happiness could be used to evaluate public policies.” 
Despite the recent cognitions about the happiness index as an alternative measure of economic 
progress and growth, many democratic countries are still focused on the traditional way of 
evaluating it, such as GDP. It remains to be seen whether citizens' happiness would be 
increased by more effective use of macroeconomic policy instruments that could relax, for 
example, the cost burden on citizens. In addition, policy changes should be accompanied by 
an appropriate legislative and normative framework and increase the credibility of institutions 
by reducing corruption.  
 
 
3. Methodology 
 
In the empirical part of the paper, we wanted to check the influence of independent variables 
on the dependent variable (happiness index), with special focus on two crises in selected 
countries. The entire considered period is 2015 – 2023, with special emphasis being placed on 
the segments of this period, as follows:  
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In the empirical part of the paper, we wanted to check the influence of independent variables 
on the dependent variable (happiness index), with special focus on two crises in selected 
countries. The entire considered period is 2015 – 2023, with special emphasis being placed on 
the segments of this period, as follows:  

 Crisis I: corona crisis – year 2020.  
 Crisis II: war in Ukraine – year 2022. 

 
To analyse the importance of happiness in the economy, secondary data is collected from 
following databases: Eurostat, Country Economy, World Economic Outlook (WEO). Figure 1 
shows the happiness index for the EU countries according to the World Happiness Report 
2023. 
 

Figure 1: Happiness index for EU countries. 2023. 

 
Source: World Happiness Report 2023 

 
Figure above shows that Finland has the highest happiness index of 7.80, followed by 
Denmark with 7.59, and Austria and Finland 7.40. Bulgaria has the lowest happiness index of 
5.47, and the following countries are also low: Greece 5.93 and Portugal 5.97. According to 
the figure, Croatia has a happiness index of 6.44. This puts the country in the middle of the 
scale - Croatia is not one of the happiest countries, but neither is it one of the worst. It is close 
to the average, but still behind most countries in Western and Northern Europe. Most 
countries have an index in the range between 6.0 and 7.5, suggesting that people in EU 
countries are generally satisfied with their lives. 
 
Based on the literature review, several hypotheses are tested in this article using a panel 
model (due to the nature of the data): 
 Savings and happiness index have strong and positive correlation.  
 Happiness index and unemployment rate have strong and negative correlation. 
 Higher median age (i.e., an older population) positively affects the happiness index, in 

other words, older nations are happier. 
 Happiness index and living alone have strong and negative correlation. 
 GDP per capita and happiness index have strong and negative correlation. 

 
All variables are considered on an annual basis (frequency) and secondary data was used for 
all variables. Below is a list of the variables considered in the model (Table 1).  
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Table 1: Considered variables in the model 
 

Variable 
Way of 

measuring 
variable 

Source 

Dependent variable 

Happiness_index Index 

World Happiness Report 2023 
https://worldhappiness.report/  

Country Economy 2024 
https://countryeconomy.com/demography/world-

happiness-index  
Independent variables 

One_person_household Thousands 
Eurostat 

https://ec.europa.eu/eurostat/databrowser/view/lfst
_hhnhtych__custom_15155600/default/table  

Median_Age Age  

Eurostat 
https://ec.europa.eu/eurostat/databrowser/view/de
mo_pjanind__custom_16259589/default/table?lan

g=en  

Savings_rate Percentage 
Eurostat 

https://ec.europa.eu/eurostat/databrowser/view/tec
00131__custom_16244311/default/table?lang=en 

Real_GDP_per_capita Constant prices 
Eurostat 

https://ec.europa.eu/eurostat/databrowser/view/tips
na40/default/table?lang=en  

Unemployment_rate Percentage 
Eurostat 

https://ec.europa.eu/eurostat/databrowser/view/tps
00203/default/table?lang=en 

Source: author's own creation according to the mentioned sources, 2025 
 
The statistical tool used in the paper is a panel regression model that contains a dummy 
variable for Croatia therefore it is a random effects model. The general form of the panel 
regression is: 
 

yit=α+βxit+μi+εit 
 
Dependent varijable yit in our specific model is the happiness_index for country i in year t 
and it comes from World Happiness Report 2023. This is an annual assessment of the life 
satisfaction of citizens all over the world. Respondents rate their current life satisfaction on a 
scale from 0 to 10, the so-called Cantril scale. On this scale, 0 stands for the worst possible 
life and 10 for the best possible life. 
 
Independent variables are also included for each country i in year t as follows: 
One_person_households  variable shows the number of households of individuals living 
alone 
Median_age is an indicator of the oldness of a country’s population as it indicates the age 
level that divides the population into two equal halves 50% of people are younger and 50% of 
people are older than this age. 
Savings_rate is taken from the Eurostat, and it represents gross savings rate of households 
defined as gross savings divided by gross disposable income. 
Real_GDP_per_capita and Unemployment_rate are also taken from the Eurostat database 
and represent standard macroeconomic indicators of the country. As there is a high correlation 
between these indicators and savings, three equations were estimated, each containing 
individual macroeconomic indicators. 
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Independent variables are also included for each country i in year t as follows: 
One_person_households  variable shows the number of households of individuals living 
alone 
Median_age is an indicator of the oldness of a country’s population as it indicates the age 
level that divides the population into two equal halves 50% of people are younger and 50% of 
people are older than this age. 
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The oscillations of variables are especially considered in crisis segments precisely because of 
additional specific circumstances that are assumed to be reflected in their increase or decrease 
(for example, possible GDP oscillations, etc.). To include specific effects of certain years, 
dummy variables for 2020 and 2022 (Dummy_2020 and Dummy_2022) were included in the 
model. In addition, a dummy variable for Croatia was included to examine the specificities of 
the Croatian environment. 
 
 
4. Results 
 
This chapter presents the results of a panel regression analysis conducted to analyse the 
effects of the above variables on the happiness index. The analysis included the examination 
of 27 European Union countries for the period from 2015 to 2023, using the happiness index 
as the dependent variable. The results presented shed light on the significance and direction of 
the impact of individual factors on the happiness index, considering the specificities of 
Croatia and changes over time. Table 2 gives the results of statistical analysis. 
 

Table 2: Results of the panel regression 
 

Dependent variable Happiness_index Happiness_index Happiness_index 
Independent variables 

One_person_houshold -0.000408* 
(-2.10) 

-0.000375 
(-1.45) 

-0.000320 
(-1.16) 

Median_age 0.144*** 
(8.53) 

0.202*** 
(10.54) 

0.184*** 
(7.24) 

Croatia -0.291 
(-0.65) 

-1.265* 
(-1.98) 

-1.169 
(-1.62) 

Dummy_2020 0.128*** 
(3.55) 

-0.0127 
(-0.27) 

0.0837* 
(2.15) 

Dummy_2022 0.0388 
(1.02) 

0.103* 
(2.45) 

0.0695 
(1.69) 

lnGDP_per_capita 1.257*** 
(11.13)   

Savings_rate  0.0176*** 
(3.73)  

Unemployment_rate   -0.0245* 
(-2.56) 

* p < 0.05. ** p < 0.01, *** p < 0.001 
Source: Authors 

 
The first assumption of the paper was that “savings and happiness index show a strong and 
positive correlation”. As the table above shows, this is confirmed as the savings rate is 
statistically significant at less than 1%. There are several possible explanations for why saving 
is positively associated with happiness. People with larger savings may feel more secure in 
the case of unforeseen events such as illness or job loss. This security can reduce stress and 
contribute to feelings of happiness. In addition, the money saved allows for more choices in 
life – travelling, changing jobs, education or less debt, which means less financial stress. 
 
The second assumption was that “happier” countries have a lower unemployment rate, which 
is also confirmed at the 5% level of statistical significance since the coefficient in the third 
regression in the table shows a negative relationship between the two variables, meaning that 
a higher unemployment rate reduces the happiness index in a country. Possible explanation 
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lies in the fact that people who do not have jobs are more likely to feel less useful or socially 
disconnected, which can reduce personal happiness. Unemployment also goes hand in hand 
with lower income, which prevents people from buying as much as they used to be able to, 
leading to a greater sense of dissatisfaction. 
 
Results in the table also indicate a positive and statistically significant relationship between 
GDP per capita, median age and happiness index what partially supports assumption that in 
less developed countries older people will be happier. GDP and unemployment are closely 
connected and that is why was expected that less developed countries, assuming also having 
higher unemployment rate have lower happiness index. But when it comes to the age and 
happiness, countries with higher age median are having higher happiness index. The 
explanation may be in the fact that usually developed countries, at the same time “happier” 
countries experience ageing of population.  
 
Finally, negative coefficient along one person households supports statement that countries 
with lower number of one-person households will have increased level of happiness index. 
However, composition of households has shown to be statistically significant only in first 
regression including GDP as a variable. 
 
The coefficient next to the dummy variable for Croatia is negative in all three equations, 
which confirms that Croatia is below the European average even in a broader context that 
takes more influences into account. The lockdown year 2020 also proved to be statistically 
significant for the happiness index, albeit counterintuitively positive and with an increasing 
happiness index. 
 
 
5. Concluding Remarks 
 
Despite GDP is still irreplaceable indicator regarding GDP growth, happiness index carving 
its way among scientists, but also policy creators, to become equally, if not even more, 
important indicator, especially due to recent challenges in the contemporary surroundings. 
Previous research enhanced many different variables regarding their influence on happiness 
index. The aim of this paper was to gain new insights into the happiness index in the EU27 
countries and its connection with savings, unemployment rate, living alone, average age of the 
population, and real GDP per capita. The paper confirms its initial assumptions since results 
show that a strong positive correlation exists between savings and the happiness index, but 
also a negative relationship between unemployment and happiness. GDP per capita and 
median age show a positive correlation with happiness. Furthermore, older populations tend 
to report higher happiness levels. The negative coefficient for one-person households suggests 
that countries with more multi-person households tend to be happier, although this was 
significant only when GDP was included. Croatia consistently falls below the European 
happiness average, as shown by the negative dummy variable across all regressions. 
Interestingly, the year 2020—marked by lockdowns—was associated with a rise in happiness, 
despite expectations to the contrary. All in all, there are still many challenges for policy 
creators to design adequate policies that will make people happy and, at the same time, to 
achieve ultimate sustainable growth.   
 
The most important limitation of the paper results from the database, as secondary data from 
various relevant statistical sources were used. Since they were not collected but downloaded, 
the study had to be adapted to the available data, which also leads to suggestions for future 
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happiness, countries with higher age median are having higher happiness index. The 
explanation may be in the fact that usually developed countries, at the same time “happier” 
countries experience ageing of population.  
 
Finally, negative coefficient along one person households supports statement that countries 
with lower number of one-person households will have increased level of happiness index. 
However, composition of households has shown to be statistically significant only in first 
regression including GDP as a variable. 
 
The coefficient next to the dummy variable for Croatia is negative in all three equations, 
which confirms that Croatia is below the European average even in a broader context that 
takes more influences into account. The lockdown year 2020 also proved to be statistically 
significant for the happiness index, albeit counterintuitively positive and with an increasing 
happiness index. 
 
 
5. Concluding Remarks 
 
Despite GDP is still irreplaceable indicator regarding GDP growth, happiness index carving 
its way among scientists, but also policy creators, to become equally, if not even more, 
important indicator, especially due to recent challenges in the contemporary surroundings. 
Previous research enhanced many different variables regarding their influence on happiness 
index. The aim of this paper was to gain new insights into the happiness index in the EU27 
countries and its connection with savings, unemployment rate, living alone, average age of the 
population, and real GDP per capita. The paper confirms its initial assumptions since results 
show that a strong positive correlation exists between savings and the happiness index, but 
also a negative relationship between unemployment and happiness. GDP per capita and 
median age show a positive correlation with happiness. Furthermore, older populations tend 
to report higher happiness levels. The negative coefficient for one-person households suggests 
that countries with more multi-person households tend to be happier, although this was 
significant only when GDP was included. Croatia consistently falls below the European 
happiness average, as shown by the negative dummy variable across all regressions. 
Interestingly, the year 2020—marked by lockdowns—was associated with a rise in happiness, 
despite expectations to the contrary. All in all, there are still many challenges for policy 
creators to design adequate policies that will make people happy and, at the same time, to 
achieve ultimate sustainable growth.   
 
The most important limitation of the paper results from the database, as secondary data from 
various relevant statistical sources were used. Since they were not collected but downloaded, 
the study had to be adapted to the available data, which also leads to suggestions for future 

studies that would include a larger number of variables and the specifics of individual 
countries to examine the determinants of the happiness index in a given economy in more 
detail. 
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ABSTRACT 
 

This study analyses and compares digitalization strategies for promoting sustainable 
development in two Intermunicipal Communities (CIM) in Portugal, one predominantly rural 
and the other urban. The research is based on qualitative (interviews) and quantitative 
(questionnaires) data addressing various themes, namely institutional support for economic 
development, energy saving, environmental technology/ICT, waste management and water 
resources, governance, availability of technology/ICT, tourism, security, mobility and 
transport, and social capital. 
The results show that in the rural CIM, digital initiatives are punctual and focused mainly on 
tourism and local entrepreneurship, suffering from a lack of institutional coordination, 
resistance to change, especially among older employees, and limited resources. In the urban 
CIM, digitalization is integrated into various areas such as mobility, industry, climate action 
or social inclusion, although heterogeneity between municipalities and low levels of digital 
literacy in certain groups still hinder the uniform adoption of technologies. 
As far as the main challenges are concerned, bureaucratic barriers, a lack of funding and poor 
coordination between local players were identified in rural areas. In the urban environment, a 
difference in maturity was identified between municipalities within the inter-municipal reality 
and the resistance of traditional sectors (namely agriculture) which require adapted 
approaches. 
The conclusions underline that, despite the consensus on the importance of digitalization for 
sustainability, the success of initiatives depends on strategies adapted to the specific 
characteristics of each territory, the continuous training of human resources and cooperation 
mechanisms between different levels of governance. The study makes a theoretical contribution 
to understanding the relationship between digitalization and sustainability in different 
territorial contexts and, on the practical side, offers recommendations for political decision-
makers, managers and companies on good practices to strengthen territorial cohesion and 
maximize socio-economic and environmental benefits. 
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1. Introduction 
 
Digitalization and sustainability are emerging as central challenges for contemporary society, 
demanding the attention of policymakers and companies in the search for solutions to climate 
change, inequality and balanced economic, social and environmental growth. Digitalization 
refers to the digital transformation of society (Gradillas & Thomas, 2023), differentiating it 
from digitization as the process of converting physical information into digital formats 
(Mondejar et al., 2021). At the same time, sustainability has become an essential pillar of 
corporate social responsibility, promoting a balance between economic, social and 
environmental benefits (Ghisellini et al., 2016).  
 
However, although the literature on digitalization in public administration usually focuses on 
technical, organizational and institutional aspects, we found that there is a gap regarding the 
investigation of citizens’ and representatives’ perceptions in rural and urban contexts. In our 
study, we propose to fill this gap by exploring how institutional norms, social pressures, and 
socioeconomic conditions influence the acceptance and evaluation of digital initiatives for 
sustainability. Thus, our research is not limited to analyzing what is implemented but also seeks 
to understand how contextual specificities shape the perception of the agents themselves, 
providing a more comprehensive view of the challenges and opportunities inherent to digital 
transformation in Intermunicipal Communities (CIM). 
 
Considering the above, this study aims to analyze and compare the approach to the impact of 
the implementation of digitalization for sustainability in different CIM in rural and urban 
contexts, examining the strategies adopted, the challenges faced and prospects. Based on 
interviews, we sought to understand how these entities are incorporating digital transformation 
into their policies and what factors facilitate or hinder this transition. In addition, the 
relationship between digitalization and sustainability is investigated, assessing whether there 
are initiatives in place that contribute to the economic, social and environmental development 
of the regions. Through this comparison, the aim is to identify good practices and opportunities 
to strengthen digitalization in the inter-municipal context, ensuring more equitable and efficient 
development. 
 
 
2. Theoretical Background 

 
2.1. Digitalization 
 
Digitalization represents the adoption or increased use of digital technology by an organization, 
industry or country (Brennen & Kreiss, 2016). It leads to the transformation of internal models 
of organizations by changing internal processes, relationships with stakeholders, products and 
services through information and communication technologies (ICT). Information systems 
facilitate the provision and sharing of information, structuring, coordinating and automating 
internal processes (Isensee et al., 2020). Consequently, digitalization transforms the use of 
information and communication (Brenner & Hartl, 2021) and optimizes the delivery of services 
and products (El Sawy et al., 2016). The digital era is marked by rapid technological evolution, 
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promoting accessibility to knowledge and improving communication between different agents 
of civil society. It stimulates innovation, accelerates economic development and contributes to 
long-term sustainable growth (Rodrigues & Franco, 2021). 
 
In the process of implementing digitization, at the institutional and organizational level, this 
process has specific and complex procedures. Organizations are specific entities that operate 
within a social context, while institutions refer to broader social structures that establish norms, 
rules and practices that shape the behavior of organizations. The relationship between them is 
dynamic, with organizations being influenced by institutions, which provide the normative and 
cultural context in which they operate, while the practices and structures of organizations can, 
over time, shape and transform the institutions themselves (Greenwood et al., 2014). 
 
In this way, the role of institutions is to guide organizations with the formulation and 
implementation of policies and strategies that seek the economic and social restructuring of 
communities. Here, local public administration plays a decisive role in this context, articulating 
and implementing certain actions adapted to the specific characteristics of each territory (Dale, 
2002).  
 
In each territory, this implementation may vary, since the implementation of digitalization in 
the public administration sector is influenced by various factors. At the local level, political 
support, interdepartmental collaboration, financial and human resources, organizational culture 
and external pressures such as citizens' expectations are some of the determinants that can 
influence the definition of certain directions in local policy (Tat-Kei Ho, 2002).  
 
That said, digitalization in public administration involves close coordination between central 
and local bodies, with the central government setting guidelines and local bodies responsible 
for implementing these policies. This interaction combines technical and financial support with 
regulatory requirements, requiring communication between the various levels of government 
(Di Giulio & Vecchi, 2023). 
 
 

2.2. Sustainability 
 
Regarding sustainability, it integrates environmental, social and economic dimensions (Purvis 
et al., 2019). It is commonly defined as meeting present needs without compromising the ability 
of future generations (Gibberd, 2015), balancing economic growth, environmental protection 
and social well-being (Fiorino, 2010). Regarding the economic sustainability in public 
administration, this consists of the efficient management of the state's financial resources, 
guaranteeing the continuous and equitable provision of public services without jeopardizing 
fiscal stability. To achieve this, it is essential to balance income and expenditure, adopt 
budgetary control policies and promote transparency in the allocation of resources. In addition, 
economic sustainability requires long-term planning, considering factors such as indebtedness, 
strategic investments and resilience in the face of crises, guaranteeing that the needs of the 
population are met in a responsible and sustainable manner (Hezri & Dovers, 2006). Economic 
sustainability in public administration consists of the ability to promote local development in a 
balanced and financially viable way, integrating economic, social and environmental 
objectives. This is achieved by implementing policies that encourage the green economy, such 
as support for local commerce, partnerships with the business sector, tax incentives for 
sustainable practices, the adoption of ecological criteria in public procurement and investment 
in green jobs. These measures not only boost economic activity, but also ensure the financial 
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Regarding sustainability, it integrates environmental, social and economic dimensions (Purvis 
et al., 2019). It is commonly defined as meeting present needs without compromising the ability 
of future generations (Gibberd, 2015), balancing economic growth, environmental protection 
and social well-being (Fiorino, 2010). Regarding the economic sustainability in public 
administration, this consists of the efficient management of the state's financial resources, 
guaranteeing the continuous and equitable provision of public services without jeopardizing 
fiscal stability. To achieve this, it is essential to balance income and expenditure, adopt 
budgetary control policies and promote transparency in the allocation of resources. In addition, 
economic sustainability requires long-term planning, considering factors such as indebtedness, 
strategic investments and resilience in the face of crises, guaranteeing that the needs of the 
population are met in a responsible and sustainable manner (Hezri & Dovers, 2006). Economic 
sustainability in public administration consists of the ability to promote local development in a 
balanced and financially viable way, integrating economic, social and environmental 
objectives. This is achieved by implementing policies that encourage the green economy, such 
as support for local commerce, partnerships with the business sector, tax incentives for 
sustainable practices, the adoption of ecological criteria in public procurement and investment 
in green jobs. These measures not only boost economic activity, but also ensure the financial 

resilience of communities, contributing to fairer and more sustainable development (Wang et 
al., 2012). 
 
In the context of public administration, environmental sustainability consists of incorporating 
practices that protect the environment into government policies and operations, promoting 
collaboration between different levels of government and sectors. In this way, it seeks to meet 
current needs without compromising future generations, through governance mechanisms that 
encourage environmental responsibility and the efficient management of natural resources (Yi 
et al., 2018). In addition, it can encompass factors such as guaranteeing human health and well-
being, ensuring clean air and water, adequate sanitation, safe access to drinking water and 
protection from harmful substances, as well as preserving the vitality of ecosystems, protecting 
habitats, maintaining biodiversity and controlling the factors that affect air and water quality. It 
also involves the efficient use of resources, optimizing the use of energy, water and materials 
to minimize environmental impacts (Fiorino, 2010). Thus, in this area of public administration, 
environmental sustainability represents the implementation of all strategies that avoid, correct 
or mitigate environmental impacts, policies, incentives, programs and regulations used by local 
government to protect, preserve and sustain the natural environment (Laurian et al., 2016). 
 
Finally, we address social sustainability, which promotes human rights, equality, health and 
education, fostering social cohesion and stability (Sharafizad et al., 2022). Environmental 
health directly affects social sustainability, as climate change and pollution impact human well-
being. Thus, we see that sustainable development requires cooperation to ensure that basic 
human needs, such as food, housing and education, are met, ultimately supporting economic 
and social stability (Moldan et al., 2012). The economy depends on environmental 
sustainability, emphasizing the interconnected nature of the three dimensions of sustainability 
(Purvis et al., 2019). 
 
In public administration, social sustainability presupposes the promotion of equity, justice and 
citizen participation, essential elements for the cohesion and legitimacy of government systems. 
Although normative values such as human rights and political freedoms are fundamental, they 
alone do not guarantee effective governance. It is necessary to broaden this definition to include 
robust pillars of governance, such as the rule of law, central management systems, low levels 
of corruption, security, stability and the realization of political and civil liberties. In this way, 
social sustainability encompasses both the creation of a fair and inclusive social environment 
and the establishment of political structures capable of ensuring transparent and efficient 
administration, capable of facing contemporary challenges and promoting sustainable 
development (Fiorino, 2010). That said, social sustainability in public administration ensures 
that everyone has equal access to the benefits of public investment and can meet their basic 
needs, without any group being exposed to greater environmental damage or having less access 
to resources. Equity and social justice are thus the fundamental pillars of this approach (Opp, 
2016). 
 
 

2.3. Impact of digitalization in Rural/Urban realities 
 
That said, after analyzing the two main concepts of this study, we will also discuss the impact 
that digitalization can have on different types of territories. 
  
Digitalization has been associated with regional development, raising social, economic, and 
environmental standards (Guzhavina, 2021), while reducing global disparities through 
improved communication and accessibility (Bhutani & Paliwal, 2015). This increases regional 



78 14th INTERNATIONAL SCIENTIFIC CONFERENCE

adaptability to technological advances, improving urban infrastructure and attracting 
investment, thus addressing challenges such as desertification, population aging and income 
inequality (Guzhavina, 2021; Rodrigues & Franco, 2021). In addition to these elements, it could 
also have an impact on better urban planning and building design, making cities smarter and 
improving connectivity to maximize efficiency and ensure that resources are used efficiently 
(Balogun et al., 2020). In this way, we see the potential of digitalization to impact 
socioeconomic communities and even environmental dynamics, using IT tools and innovative 
high-tech concepts. 
 
That said, and after studying the main concepts of this study, we designed the following research 
questions to guide this work. 
 
Research Question 1: Are there differences in the implementation of digitalization to promote 
sustainability between urban and rural territories? 
 
At this point, we want to know what are the main policy measures that are being implemented 
within each territory so that we can understand whether digitalization is rooted in local public 
policy or not and, if so, in what way and in which areas it is being developed. In this sense, we 
will also make a comparison between an urban and a rural reality, to understand if there are any 
significant differences between them. To this end, we will verify the state of evolution of 
digitalization strategies, either through the score given in the questionnaire or through the 
testimony of representatives of intermunicipal communities (CIM) given through an interview. 
Research Question 2: What are the main challenges in implementing digitalization in the 
different territories? 
 
In addition to the strategy of each CIM, we also want to find out what obstacles these 
intermunicipal communities may face about the digitalization implementation process. To this 
end, we formulated an open question in the interviews so that each CIM could describe their 
situation and expose any difficulties they may have faced in this process. 
 
 

3. Methodology 
 
In this study, our main objective is to understand whether there might be differences between 
urban and rural territories when it comes to implementing digitalization to promote 
sustainability, be it environmental, economic or social. To guide this research, we have 
formulated two research questions. 
 
To answer these questions, we identified several dimensions in the literature (table 1 attached) 
that make up a smart city, this concept being linked to the integration of intelligence in the 
urban context. This concept highlights the role of technologies in the evolution of cities and 
identifies key areas, such as infrastructure and services, that need improvement. Thus, a smart 
city is one that develops and manages a variety of innovative services, providing interactive and 
comprehensive information on all aspects of urban life through Internet based applications (Lee 
and Lee, 2014). 
 
Once the dimensions to be studied had been identified, we carried out two types of research. 
Firstly, we took a qualitative approach by conducting two interviews with a representative from 
each of the two intermunicipal communities selected, both located in the north of Portugal, one 
in a rural context and the other in an urban context. Qualitative research is a method that works 
with non-numerical data, focusing on understanding and exploring phenomena rather than 
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adaptability to technological advances, improving urban infrastructure and attracting 
investment, thus addressing challenges such as desertification, population aging and income 
inequality (Guzhavina, 2021; Rodrigues & Franco, 2021). In addition to these elements, it could 
also have an impact on better urban planning and building design, making cities smarter and 
improving connectivity to maximize efficiency and ensure that resources are used efficiently 
(Balogun et al., 2020). In this way, we see the potential of digitalization to impact 
socioeconomic communities and even environmental dynamics, using IT tools and innovative 
high-tech concepts. 
 
That said, and after studying the main concepts of this study, we designed the following research 
questions to guide this work. 
 
Research Question 1: Are there differences in the implementation of digitalization to promote 
sustainability between urban and rural territories? 
 
At this point, we want to know what are the main policy measures that are being implemented 
within each territory so that we can understand whether digitalization is rooted in local public 
policy or not and, if so, in what way and in which areas it is being developed. In this sense, we 
will also make a comparison between an urban and a rural reality, to understand if there are any 
significant differences between them. To this end, we will verify the state of evolution of 
digitalization strategies, either through the score given in the questionnaire or through the 
testimony of representatives of intermunicipal communities (CIM) given through an interview. 
Research Question 2: What are the main challenges in implementing digitalization in the 
different territories? 
 
In addition to the strategy of each CIM, we also want to find out what obstacles these 
intermunicipal communities may face about the digitalization implementation process. To this 
end, we formulated an open question in the interviews so that each CIM could describe their 
situation and expose any difficulties they may have faced in this process. 
 
 

3. Methodology 
 
In this study, our main objective is to understand whether there might be differences between 
urban and rural territories when it comes to implementing digitalization to promote 
sustainability, be it environmental, economic or social. To guide this research, we have 
formulated two research questions. 
 
To answer these questions, we identified several dimensions in the literature (table 1 attached) 
that make up a smart city, this concept being linked to the integration of intelligence in the 
urban context. This concept highlights the role of technologies in the evolution of cities and 
identifies key areas, such as infrastructure and services, that need improvement. Thus, a smart 
city is one that develops and manages a variety of innovative services, providing interactive and 
comprehensive information on all aspects of urban life through Internet based applications (Lee 
and Lee, 2014). 
 
Once the dimensions to be studied had been identified, we carried out two types of research. 
Firstly, we took a qualitative approach by conducting two interviews with a representative from 
each of the two intermunicipal communities selected, both located in the north of Portugal, one 
in a rural context and the other in an urban context. Qualitative research is a method that works 
with non-numerical data, focusing on understanding and exploring phenomena rather than 

manipulating variables. It is interpretive and contextualized, prioritizing processes and patterns 
of development. This method is used to analyze, for example, interviews, field notes and 
observations (Nassaji, 2020). In these questionnaires we used a Likert scale, with a score from 
1 to 5, 1 being very little implemented and 5 being fully implemented, with an additional 
possibility, Don't know/Doesn’t answer. At the same time, we carried out quantitative research 
in the form of questionnaires, which will be a complement to the interviews carried out by each 
of the representatives of the two CIMs selected for this study. Quantitative research involves 
collecting structured or closed data, typically in the form of numbers, and analyzing this 
numerical data to answer research questions and test hypotheses (Guetterman, 2019). 
 
The aim of this methodology is to analyze two different realities and find out whether, due to 
the typology and characteristics of the territories, there are significant differences in the process 
of implementing digitalization. At this point, it is important to find out what criteria differentiate 
a rural or urban area. 
 
Thus, according to the Instituto Nacional de Estatística (2014) an area is urban when: 
1) it is typified as urban land, according to the planning criteria of the Municipal Spatial Plans. 
2) it is part of a section with a population density of more than 500 inhabitants per km².  
3) includes a place with a resident population of 5,000 or more. 
 
Predominantly rural areas: 
Statistical subsection is categorized as non-urban land, in accordance with the planning criteria 
assumed in the Municipal Land Management Plans, which meet all the following requirements: 
1) it has not previously been included in the urban space category. 
2) it has a population density equal to or less than 100 inhabitants per km². 
3) it is not part of a place with a resident population of 2,000 or more (Instituto Nacional de 
Estatística website, consulted on 12/02/2025). 
 
That said, our sample will include two Portuguese Intermunicipal Communities (CIM). In this 
case, we will include an urban CIM, which is predominantly urban, and other rural. The first 
CIM comprises 11 municipalities and the second CIM is made up of 6 municipalities. 
After identifying the most important dimensions in literature (table 1), questions were collected 
to serve as the basis for the questionnaires, which will be directed at the selected intermunicipal 
communities. 
 
Before directing these interviews and questionnaires to our target audience, we decided to 
consult two experts, one from the field of technology and the other from the field of 
sustainability, so that they could check the rigor and relevance of the questions formulated. We 
ask them to not only fill in the questionnaire and answer the questions from the interviews, but 
also to analyze the depth and suitability of the information, so at the end of the process we 
received a small report from each of the experts, which allowed us to make a deeper reflection 
about the content and proceed with some changes. The contributions were mainly related to the 
revision of some technical terms and the change of some expressions, to be clearer and more 
understandable, particularly to the residents. So, we made some adjustments to the wording so 
that it was technically clear, and everyone could understand the questions more easily. The most 
important suggestion was related to the health section, since one of the experts explained that 
these issues were not part of the municipalities’ delegations and responsibilities and suggested 
elimination of it. After going back to some technical reports, we decided to follow the expert’s 
suggestion and remove the health sub-dimension from our tools. These Questionnaires have a 
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score between 1 and 5, with 1 not being implemented and 5 being fully implemented, with the 
possibility of Don’t know/ Doesn’t answer. 
After finalizing the questionnaires (table 1) and the interviews (table 2 attached), we moved on 
to the data collection process and the questionnaires addressed to the intermunicipal 
communities were sent by email and completed via Google Forms while the interviews were 
conducted via video call. 
 
 
4. Results and Discussion 
 
After collecting the data from interviews and questionnaires, an analysis will be conducted 
based on the 10 sub-dimensions of the questionnaire (Table 1). Each theme will be addressed 
individually, with a comparative approach between the Intermunicipal Communities (CIMs), 
specifically contrasting urban and rural realities. 
 
In the Institutional Support for Economic Development dimension, the rural CIM rated both 
entrepreneurship promotion and regional product promotion with a score of 5, but selected 
Don’t Know/Doesn’t Answer for the remaining three variables. The urban CIM presented a 
more balanced evaluation, scoring 4 across entrepreneurship promotion, regional products, 
employment promotion, technological innovation, and 2 for interactive consultancy services. 
This suggests a more structured and comprehensive approach in the urban CIM, while the rural 
CIM tends to focus on traditional areas but shows gaps in innovation and digital support for 
entrepreneurship. Interview findings revealed that in the rural CIM, there is a weak coordination 
between the CIM and other entities, which has hindered the advancement of business support 
initiatives. Projects such as the creation of digital platforms to promote and sell local products 
have encountered institutional and bureaucratic barriers, undermining efforts to strengthen the 
local business fabric, especially in a region that lacks effective solutions to stimulate economic 
activity. In contrast, the urban CIM has several projects focused on business digitalization, with 
action plans already in place, particularly in industry. Digitalization is seen as a strategic, cross-
cutting priority, supporting sectors such as footwear, textiles, wood, furniture, and 
metalworking, key components of the local economy. The actions aim to enhance business 
capacities by promoting the adoption of technologies in production processes. 
 
In the Energy Saving dimension, the rural CIM rated policies related to energy saving in public 
lighting with a 5, leaving the other two variables unanswered. The urban CIM scored 5 in both 
renewable energy promotion and energy saving, and 3 in digital awareness initiatives. 
According to interviews, the rural CIM has already implemented certain measures for energy 
saving, such as the installation of LED lighting and biomass-related initiatives, though these 
remain relatively superficial. Meanwhile, the urban CIM is progressing in areas such as 
renewable energy and smart lighting, although these are still in early stages. Nonetheless, there 
are plans to invest in both material assets and intelligent information systems using available 
financial instruments. 
 
In the Environmental Technology/ICT dimension, the rural CIM answered Don’t Know/Doesn’t 
Answer for all questions. The urban CIM, however, rated 4 for its use of technology to reduce 
environmental impact and 2 for the monitoring of environmental indicators. Despite modest 
scores, only the urban CIM demonstrates identifiable actions. Interviews indicate that while 
progress in the rural CIM remains limited, some steps have been taken, such as the acquisition 
of an electric vehicle and a biomass energy pilot project. In contrast, the urban CIM is 
implementing digitalization initiatives focused on mobility. It has acquired monitoring systems 
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score between 1 and 5, with 1 not being implemented and 5 being fully implemented, with the 
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between the CIM and other entities, which has hindered the advancement of business support 
initiatives. Projects such as the creation of digital platforms to promote and sell local products 
have encountered institutional and bureaucratic barriers, undermining efforts to strengthen the 
local business fabric, especially in a region that lacks effective solutions to stimulate economic 
activity. In contrast, the urban CIM has several projects focused on business digitalization, with 
action plans already in place, particularly in industry. Digitalization is seen as a strategic, cross-
cutting priority, supporting sectors such as footwear, textiles, wood, furniture, and 
metalworking, key components of the local economy. The actions aim to enhance business 
capacities by promoting the adoption of technologies in production processes. 
 
In the Energy Saving dimension, the rural CIM rated policies related to energy saving in public 
lighting with a 5, leaving the other two variables unanswered. The urban CIM scored 5 in both 
renewable energy promotion and energy saving, and 3 in digital awareness initiatives. 
According to interviews, the rural CIM has already implemented certain measures for energy 
saving, such as the installation of LED lighting and biomass-related initiatives, though these 
remain relatively superficial. Meanwhile, the urban CIM is progressing in areas such as 
renewable energy and smart lighting, although these are still in early stages. Nonetheless, there 
are plans to invest in both material assets and intelligent information systems using available 
financial instruments. 
 
In the Environmental Technology/ICT dimension, the rural CIM answered Don’t Know/Doesn’t 
Answer for all questions. The urban CIM, however, rated 4 for its use of technology to reduce 
environmental impact and 2 for the monitoring of environmental indicators. Despite modest 
scores, only the urban CIM demonstrates identifiable actions. Interviews indicate that while 
progress in the rural CIM remains limited, some steps have been taken, such as the acquisition 
of an electric vehicle and a biomass energy pilot project. In contrast, the urban CIM is 
implementing digitalization initiatives focused on mobility. It has acquired monitoring systems 

for public transport services and is planning further investment in renewable energy and smart 
lighting, again supported by financial instruments. 
 
In the Waste Management and Water Resources dimension, the rural CIM did not answer any 
of the questions. The urban CIM scored 2 for water quality control, 2 for waste reduction, 3 for 
waste monitoring using sensors, and 4 for recycling promotion through digital education. 
Despite average scores, only the urban area shows notable progress in this dimension. Interview 
data reveal that the rural CIM is planning future developments in this field with the support of 
European funding, while the urban CIM noted planned investments aligned with the national 
smart territory strategy. 
 
In the Governance dimension, the rural CIM rated transparency promotion, accessibility of 
online services, and digital channels for citizen engagement all with 4. The urban CIM scored 
5 across all variables, reflecting a more consolidated approach to digital governance. Both CIMs 
reported progress in providing administrative services online, offering free public Wi-Fi, and 
promoting transparency through municipal websites. Interviews highlighted ongoing efforts to 
ensure that the entire population can access digital tools. Some gaps remain in the rural CIM, 
while the urban CIM has implemented several initiatives to increase digital literacy, especially 
among disadvantaged citizens. 
 
In the Availability of Technology/ICT dimension, the rural CIM gave a score of 4 to public Wi-
Fi availability, electronic boards, and inclusive digital strategies. The urban CIM rated 3 for 
Wi-Fi, 3 for digital boards, and 5 for digital inclusion. Both CIMs show a good level of 
implementation, though the rural CIM displays greater consistency. Interview responses 
suggest that while the rural CIM has limited technological equipment, some elements, such as 
interactive displays in tourist offices, have been introduced. However, the region is still in an 
early implementation phase, and actual availability of electronic boards is low despite the high 
questionnaire scores. In the urban CIM, some technological elements are already in place, but 
European funding was highlighted as essential for further development. Existing gaps were 
acknowledged, and it was noted that there is still a long road ahead. 
 
In the Tourism sector, questionnaires revealed that both CIMs are committed to developing this 
area. The urban CIM stands out slightly, with scores of 4 and 5, whereas the rural CIM gave a 
score of 4 to some actions and answered Don’t Know/Doesn’t Answer for others, indicating 
more limited investment in certain initiatives, such as the promotion of cultural assets on 
municipal websites and tourism apps. Interviews show that the rural CIM has implemented 
specific technological initiatives, such as an interactive tourist office where visitors can access 
regional information via digital tables, and QR codes on historical monuments, allowing access 
to detailed content via mobile devices. These reflect efforts to innovate and enhance cultural 
heritage. In contrast, the urban CIM integrates digitalization into broader policies without a 
dedicated strategy for tourism. Here, digital initiatives are tied to economic development, 
climate action, and public service management. Nonetheless, officials acknowledge 
shortcomings in digital tourism promotion and recognize the need for additional investment to 
address existing gaps. 
 
In the Security dimension, the rural CIM did not answer any of the three questionnaire variables. 
The urban CIM rated 2 for alert systems, 2 for protection plans, and 3 for CCTV, suggesting a 
degree of technological coverage, albeit with room for improvement. Interview insights show 
that the rural CIM is investing in a cybersecurity project and in the installation of surveillance 
systems for monitoring public spaces. Meanwhile, although the urban CIM also has digital 
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safety measures in place, its representatives noted these are still insufficient, highlighting the 
need for further development. Therefore, while the urban CIM scored higher in the 
questionnaire, the rural CIM shows tangible efforts to enhance digital security. 
 
For the Mobility and Transport dimension, the rural CIM is still in an initial phase, responding 
with Don’t Know/Doesn’t Answer for all variables, likely reflecting the absence of digital 
initiatives such as traffic monitoring, smart bus stops, and apps for non-polluting transport. The 
urban CIM, on the other hand, scored 4 for both traffic monitoring and smart stops, and 3 for 
alternative transport apps, indicating progress in this area. According to interviews, the rural 
CIM has introduced isolated measures, such as a real-time monitoring platform for public 
transport using GPS on buses to improve service control. However, public access to this 
information remains limited, consistent with the low scores for digital monitoring and smart 
stops. In the urban CIM, similar efforts include the implementation of electronic panels and 
real-time monitoring systems. Yet, despite investments, significant challenges remain, 
especially in making information more accessible. Thus, the comparison reveals that while both 
rural and urban CIMs are making efforts to digitize transport, they continue to face obstacles 
related to accessibility and real-time information availability. 
 
In the Social Capital dimension, the rural CIM answered Don’t Know/Doesn’t Answer for all 
variables. The urban CIM scored 4 for digital professional training services, 4 for digital literacy 
programs, and 5 for prioritizing education and innovation in the political agenda. This 
dimension clearly highlights the urban CIM’s advantage in investing in digital capacity-
building and inclusion. Interviews revealed that the rural CIM has made some efforts, such as 
offering a postgraduate course in Digital Transformation, but only for CIM staff, limiting the 
reach of such actions to the wider population. In contrast, the urban CIM has been integrating 
digitalization into programs aimed at reducing inequality, enhancing digital skills among 
administrative workers, and supporting vulnerable groups, such as the elderly. 
 
The analysis of the collected data reveals that rural and urban territories display different levels 
of digital maturity and strategic approach. In rural areas, there is still no collective digitalization 
strategy, although there are sector-specific initiatives integrated into programs like Norte 2030, 
particularly in mobility, education, and tourism. However, significant gaps remain in areas such 
as transport and environmental management. In contrast, urban territories demonstrate a more 
consolidated and cross-sector approach to digitalization, with a strong focus on economic 
competitiveness and sustainability, though technological implementation challenges persist. 
Despite their differences, both territories show a commitment to administrative modernization, 
transparency, and access to digital services, reflecting a shared effort towards sustainable 
development. 
 
Research Question 2: What are the main challenges in the process of implementing 
digitalization in different territories? 
 
About rural CIM, through the testimony collected in the interviews, the main challenges and 
barriers identified in the process of digitalizing the rural intermunicipal community are mainly 
related to resistance to change on the part of people, especially older staff. Adapting to 
digitalization, such as implementing a document management system, is a significant challenge, 
as many employees have difficulty working without the use of paper. This obstacle is even more 
present due to the predominance of an aging population in the region, which aggravates 
resistance to the digital transition both within the CIM and among citizens. Furthermore, it was 
pointed out that bureaucratic issues and the lack of resources to implement technological 
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safety measures in place, its representatives noted these are still insufficient, highlighting the 
need for further development. Therefore, while the urban CIM scored higher in the 
questionnaire, the rural CIM shows tangible efforts to enhance digital security. 
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with Don’t Know/Doesn’t Answer for all variables, likely reflecting the absence of digital 
initiatives such as traffic monitoring, smart bus stops, and apps for non-polluting transport. The 
urban CIM, on the other hand, scored 4 for both traffic monitoring and smart stops, and 3 for 
alternative transport apps, indicating progress in this area. According to interviews, the rural 
CIM has introduced isolated measures, such as a real-time monitoring platform for public 
transport using GPS on buses to improve service control. However, public access to this 
information remains limited, consistent with the low scores for digital monitoring and smart 
stops. In the urban CIM, similar efforts include the implementation of electronic panels and 
real-time monitoring systems. Yet, despite investments, significant challenges remain, 
especially in making information more accessible. Thus, the comparison reveals that while both 
rural and urban CIMs are making efforts to digitize transport, they continue to face obstacles 
related to accessibility and real-time information availability. 
 
In the Social Capital dimension, the rural CIM answered Don’t Know/Doesn’t Answer for all 
variables. The urban CIM scored 4 for digital professional training services, 4 for digital literacy 
programs, and 5 for prioritizing education and innovation in the political agenda. This 
dimension clearly highlights the urban CIM’s advantage in investing in digital capacity-
building and inclusion. Interviews revealed that the rural CIM has made some efforts, such as 
offering a postgraduate course in Digital Transformation, but only for CIM staff, limiting the 
reach of such actions to the wider population. In contrast, the urban CIM has been integrating 
digitalization into programs aimed at reducing inequality, enhancing digital skills among 
administrative workers, and supporting vulnerable groups, such as the elderly. 
 
The analysis of the collected data reveals that rural and urban territories display different levels 
of digital maturity and strategic approach. In rural areas, there is still no collective digitalization 
strategy, although there are sector-specific initiatives integrated into programs like Norte 2030, 
particularly in mobility, education, and tourism. However, significant gaps remain in areas such 
as transport and environmental management. In contrast, urban territories demonstrate a more 
consolidated and cross-sector approach to digitalization, with a strong focus on economic 
competitiveness and sustainability, though technological implementation challenges persist. 
Despite their differences, both territories show a commitment to administrative modernization, 
transparency, and access to digital services, reflecting a shared effort towards sustainable 
development. 
 
Research Question 2: What are the main challenges in the process of implementing 
digitalization in different territories? 
 
About rural CIM, through the testimony collected in the interviews, the main challenges and 
barriers identified in the process of digitalizing the rural intermunicipal community are mainly 
related to resistance to change on the part of people, especially older staff. Adapting to 
digitalization, such as implementing a document management system, is a significant challenge, 
as many employees have difficulty working without the use of paper. This obstacle is even more 
present due to the predominance of an aging population in the region, which aggravates 
resistance to the digital transition both within the CIM and among citizens. Furthermore, it was 
pointed out that bureaucratic issues and the lack of resources to implement technological 

changes make it difficult to advance initiatives that could drive digitalization more effectively. 
An example of this is the proposal to create an online platform for the marketing of local 
agricultural products, such as wine, olive oil and chestnuts, which has not yet been implemented 
due to administrative issues. 
 
About urban CIM, the main barriers identified in the process of implementing digitalization are 
related to the diversity of realities between municipalities, which makes it difficult to uniformly 
apply intermunicipal action plans. The variation in the level of development of municipalities, 
both in the public and private sectors, generates different perceptions and resistance, which 
makes the adoption of digitalization processes difficult. Furthermore, the lack of digital 
maturity in certain social groups, such as elderly people with low levels of digital literacy, 
represents a major obstacle. Another significant challenge highlighted, more specifically in the 
agricultural sector, is the difficulty in engaging small farmers, especially due to their high 
average age and resistance to adopting advanced technologies, such as precision agriculture. 
These disparities require a more personalized and strategic approach for digitalization to be 
effectively adopted across all sectors of the community. 
 
 
5. Conclusion 
 
Analyzing the data collected, digitalization is considered essential for promoting sustainability, 
but the answers to the research questions reveal that urban and rural contexts present very 
different approaches and challenges. In rural CIM, digital initiatives are predominantly specific 
and targeted at specific sectors, such as tourism and local entrepreneurship, reflecting the 
absence of a collective and integrated strategy that expands the scope of technological benefits. 
This reality is compounded by significant challenges, such as resistance to change, particularly 
among older employees, bureaucratic obstacles and a lack of resources that make it difficult to 
implement and develop new digital solutions for the territory.  
 
In contrast, in urban CIM, digitalization is incorporated transversally into several public 
policies, covering areas such as climate action, public service management and social inclusion. 
However, this integration faces barriers arising from the heterogeneity between municipalities 
and insufficient digital literacy in certain groups, which prevents uniform and effective adoption 
of technologies. Thus, this analysis shows that, although the consensus on the importance of 
digitalization is unanimous, each territory needs policies and strategies adapted to its own 
characteristics to maximize the benefits and overcome the limitations inherent to its reality. The 
dependence of these local organizations on central power ends up imposing some rules and 
limits, particularly in the financial field. Despite belonging to the same country and governed 
by the same state, these bodies are dependent on endogenous factors, namely the capacity of 
their human resources, the defined strategy, local realities and expectations of the local 
population. 
 
The theoretical implications of this study deepen the understanding of the relationship between 
digitalization and sustainability in different territorial contexts. By analyzing the strategies 
adopted by CIM and the challenges in implementing digital transformation, the study 
contributes to the discovery of new perspectives on how digitalization influences sustainable 
development. The results can also identify critical factors for the success of digitalization, 
allowing the formulation of more robust theories about the impact of digitalization in urban and 
rural territories. 
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As part of the practical implications, the study provides recommendations for public managers, 
companies and policy makers on how to optimize digitalization to promote sustainable 
development in regions with certain particularities. CIM analysis helps identify good practices 
and challenges that can serve as a reference for other regions in implementing effective digital 
policies. In this way, the study aims to generate concrete impacts on the formulation of public 
policies and on strengthening digitalization as a sustainability tool. 
 
Regarding limitations, this study has a restricted geographic scope, variation in the strategies 
adopted and lack of analysis of long-term impacts. For future research, it is suggested to expand 
the geographic scope, carry out studies that consider new external factors such as policies, 
culture and behavior in digital adoption to explain the variation between regions, as well as 
carry out a temporal analysis and evaluate the evolution process of the respective territories as 
well as evaluate which areas experienced more changes and whether there was the 
implementation of more and new technologies in the territories under study. 
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culture and behavior in digital adoption to explain the variation between regions, as well as 
carry out a temporal analysis and evaluate the evolution process of the respective territories as 
well as evaluate which areas experienced more changes and whether there was the 
implementation of more and new technologies in the territories under study. 
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Table 2: Open-ended questions 
 

 
 
 
 
 
 
 
 
 
 
 

Open-ended 
questions 

1. Is there a collective strategy to promote digitalization in the 
municipalities that make up the Intermunicipal Community? If so, when did 
the implementation of this strategy begin and what progress has been made? 
2. What were the main challenges/barriers faced during the process of 
implementing digitalization in the different sectors within the 
intermunicipal community? Are there also some discrepancies in the 
implementation of strategies between urban and rural territories? 
3. What are the efforts of the intermunicipal community to promote, 
through digitalization, actions for the development of citizens' skills and 
innovation, to promote social inclusion and reduce digital disparities 
between different social groups? 
4. How important is digitalization for the economic sustainability of the 
intermunicipal community, especially about job creation, growth of local 
businesses and valorization of the territory (through the promotion of 
cultural and historical elements)? 
5. Is the topic of digitalization included in green technology projects or 
initiatives to promote more sustainable practices and reduce the 
environmental impact in the intermunicipal community? That is, by 
encouraging the use of soft mobility, the use of renewable energy resources, 
smart lighting, etc. 
6. In addition to the elements in the questionnaire, have other measures been 
taken to promote sustainability based on digitalization? 
7. What are the next steps in terms of digital public policies that the 
intermunicipal community intends to implement to further strengthen its 
economic competitiveness, social cohesion and environmental resilience? 

 
Source: Authors 



90 14th INTERNATIONAL SCIENTIFIC CONFERENCE

A scientific paper 
Tomislav Sekur, Ph. D. 
Faculty of Economics and Business University of Zagreb, Croatia       
E-mail address: tsekur@efzg.hr  
 
 

GEOGRAPHIC CONCENTRATION, SPECIALIZATION AND 
REGIONAL DISPARITIES IN CROATIA 

 
 

ABSTRACT 
 

This paper analyses the relationship between geographic concentration, regional 
specialization and regional disparities in Croatia between 2000 and 2019. Although 
concentration and specialization are related phenomena and often move together, divergent 
movements are possible. Geographic concentration and regional specialization are measured 
using the Herfindahl-Hirschman (HH) index, while regional disparities are measured using 
the coefficient of variation. The Herfindahl-Hirschman concentration and specialization 
indices are calculated based on value added data, while regional disparities are measured 
based on GDP per capita data. The analysis is based on the assumption that the growing gap 
between concentration and specialization is positively correlated with increasing regional 
disparities. This means that economic activities are concentrated in certain regions while the 
average specialization of regions is decreasing or growing more slowly. In other words, if 
geographic concentration grows faster than specialization, regional development may 
become uneven and regional disparities may increase. The results of the analysis in this paper 
confirm this hypothesis using the Pearson correlation coefficient, which shows a strong and 
positive relationship between the growing concentration-specialization gap and regional 
disparities. However, the positive correlation is not constant throughout the observed period. 
After 2014 stagnation of the concentration-specialization gap was recorded, while regional 
disparities decreased. At that time, Croatia was already a member of the European Union 
and began to use European Structural and Investment Funds more intensively, which is a 
possible explanation for the trend of decreasing regional disparities despite the stagnation of 
the concentration/specialization gap. 
 
Key words: Geographic concentration, regional specialization, regional disparities in  
                   Croatia. 
 
 
1. Introduction   

    
Geographic concentration and regional specialization are related but distinct economic 
phenomena. Geographic concentration refers to the clustering of economic activities in space 
and usually arises as a result of agglomeration economies. These are advantages of proximity 
because they use the size of the market with many consumers and suppliers, a qualified 
workforce and easier knowledge spillover. The most famous example of agglomeration 
economies, or rather localization economies, is Silicon Valley in the USA where a dense 
network of high-tech companies such as Meta, Google, Nvidia, Intel, etc. is observed. Detroit, 
as a major stronghold of the American automotive industry, is also an example of 
agglomeration economies which is now in decline. Regional specialization examines whether 
the share of a region (or location) in the industry is relatively higher compared to the shares of 
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other regions (or locations). The examination of regional specialization aims to determine the 
economic structure of the region. Therefore, the distribution of sectoral shares in the regional 
economy is observed and compared with the rest of the country. A region is highly 
specialized if a small number of industries have a large (combined) share in the economy of 
that region. A historical example is the German Ruhr, which represents a concentration of 
heavy industry. In Italy, Tuscany is an example of a concentration of high fashion and leather 
production. Although there is an overlap between the concepts of concentration and 
specialization, they are not mutually exclusive. A region that specializes in a particular 
industry may also have a high concentration of that industry (for example, the film industry in 
Hollywood). On the other hand, an area may have a high concentration of industry, but at the 
same time not be specialized in a specific activity (any large metropolitan area in which there 
are many industries). 
 
For a long time, specialization and concentration were considered closely related phenomena, 
often even synonymous. Models and empirical analyses of regional specialization and 
industrial concentration largely stem from trade theory and location theory, emphasizing the 
spatial dimension of economic activities. Trade, as an exchange process, is influenced by 
spatial factors, while the spatial distribution of economic activity shapes trade patterns within 
and between countries. At the same time, trade enables firms in certain regions to specialize in 
the production of specific goods. At a theoretical level, the relationship between concentration 
and specialization depends on the particular theoretical perspective, while in empirical 
analyses, both phenomena are often measured using the same indicators. The conceptual 
connection between these processes is based on the idea that trade and location are “two sides 
of the same coin” (Isard, 1956, p. 207). As early as the 1930s, Ohlin (1933) pointed out that 
international trade theory is actually a subset of the broader theory of localization. However, a 
true synthesis of these two theories has recently emerged within the framework of "New 
Economic Geography," which integrates key elements of trade theory into a theory of spatial 
location, including externalities and imperfect competition. According to this perspective, 
large markets offer various advantages to firms, leading industries with economies of scale to 
concentrate in a limited number of regions. Krugman (1991b) demonstrates that falling 
trade/transportation costs can result in a core-periphery structure, where firms agglomerate in 
dominant regions, thereby fostering regional specialization. This distinction between trade 
theory and location theory highlights that geographic concentration and regional 
specialization are not identical concepts and may manifest differently. Specialization is rooted 
in Ricardo’s theory of comparative advantage and the Heckscher-Ohlin theory of international 
trade. According to Ricardo, a country should specialize in the production of goods it can 
produce relatively more efficiently and import those it produces less efficiently, meaning that 
comparative advantages shape the country's production structure. In contrast, the Heckscher-
Ohlin theory posits that a country specializes in producing goods that intensively use its 
relatively abundant factors of production. For example, a capital-rich country is expected to 
specialize in capital-intensive goods and import labor-intensive ones. Because trade 
influences relative prices, it also has a substantial impact on income distribution by altering 
the returns to factors of production (Krugman and Obstfeld, 2009). 
 
Geographic concentration and specialization can be observed in the context of regional 
disparities. Regions with a high concentration of industry tend to grow faster than those 
regions where this does not happen. Agglomeration economies attract investment, new firms, 
skilled workforce, leaving less developed regions—lacking specialization and agglomeration 
economies—even further behind. On the other hand, highly specialized regions may be more 
vulnerable to external shocks. Economic policy should then work towards greater industrial 
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diversification by strengthening infrastructure (digital and transport), establishing innovation 
hubs and offering tax breaks for companies and residents. 
 
This paper analyses geographic concentration and regional specialization and their 
relationship with regional disparities in Croatia. Specifically, it investigates the 
concentration/specialization gap and links it to trends in regional disparities. This suggests 
that economic activity is becoming more concentrated in certain regions, while others 
experience slower specialization, hindering their development and ultimately exacerbating 
regional inequalities. In other words, if economic concentration grows faster than 
specialization, regional development may become increasingly uneven, deepening economic 
disparities within the country. There is a lack of empirical research that examines the 
relationship between geographic concentration, regional specialization, and the evolution of 
regional disparities, particularly in the context of Croatia. Most existing studies address these 
concepts separately. This paper represents a step forward by integrating them into a unified 
analytical framework, with a specific focus on Croatia. To measure concentration and 
specialization, the study employs the Herfindahl-Hirschman (HH) Index, using gross value 
added (GVA) data by industry and county. Meanwhile, regional economic disparities are 
assessed using the coefficient of variation, calculated based on county GDP per capita. The 
analysis is conducted for the period 2000-2019. While data for later years exist, they are 
excluded due to significant disruptions from exogenous shocks (e.g., COVID-19, the Ukraine 
war), which distort standard economic patterns. The COVID-19 pandemic sharply but briefly 
impacted Croatia’s economy, whereas the Ukraine war triggered persistent supply-chain and 
energy-security disruptions. Inclusion of this period would distort results and obscure long-
term trends in concentration, specialization, and regional disparities.  
 
The paper is structured as follows. After the introduction, the second section provides the 
theoretical background and a review of relevant literature. The third section outlines the data 
and methodology in detail, followed by an analysis of geographic concentration, 
specialization, and their relationship with regional inequalities. The fourth section discusses 
key findings and concluding remarks and offers policy recommendations. 
 
 
2. Theoretical background and literature review     
 
2.1. Theoretical background                                
 
The connection between geographic concentration, regional specialization, and growing 
regional disparities can be understood through several theoretical frameworks: 1) 
agglomeration-based theories such as New Economic Geography (NEG) and core-periphery 
models; 2) structural change and inequality dynamics, as articulated in Williamson stage 
theory; and 3) the concepts of resilience and the export base model. A widening gap between 
concentration and specialization suggests that economic activity increasingly clusters in 
developed regions, while lagging regions struggle to establish strong specialization, ultimately 
exacerbating regional disparities. 
1) From the perspective of agglomeration based theories, New Economic Geography 
(Krugman, 1991a; Fujita et al., 1999) explains spatial concentration as a result of 
agglomeration economies. Firms cluster to access a skilled workforce, benefit from 
knowledge spillovers and shared infrastructure, adopt new technologies more easily, and 
boost productivity, further attracting investment. Meanwhile, core-periphery theory highlights 
how core regions, with their diversified industrial bases, draw in capital, talent, and 
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excluded due to significant disruptions from exogenous shocks (e.g., COVID-19, the Ukraine 
war), which distort standard economic patterns. The COVID-19 pandemic sharply but briefly 
impacted Croatia’s economy, whereas the Ukraine war triggered persistent supply-chain and 
energy-security disruptions. Inclusion of this period would distort results and obscure long-
term trends in concentration, specialization, and regional disparities.  
 
The paper is structured as follows. After the introduction, the second section provides the 
theoretical background and a review of relevant literature. The third section outlines the data 
and methodology in detail, followed by an analysis of geographic concentration, 
specialization, and their relationship with regional inequalities. The fourth section discusses 
key findings and concluding remarks and offers policy recommendations. 
 
 
2. Theoretical background and literature review     
 
2.1. Theoretical background                                
 
The connection between geographic concentration, regional specialization, and growing 
regional disparities can be understood through several theoretical frameworks: 1) 
agglomeration-based theories such as New Economic Geography (NEG) and core-periphery 
models; 2) structural change and inequality dynamics, as articulated in Williamson stage 
theory; and 3) the concepts of resilience and the export base model. A widening gap between 
concentration and specialization suggests that economic activity increasingly clusters in 
developed regions, while lagging regions struggle to establish strong specialization, ultimately 
exacerbating regional disparities. 
1) From the perspective of agglomeration based theories, New Economic Geography 
(Krugman, 1991a; Fujita et al., 1999) explains spatial concentration as a result of 
agglomeration economies. Firms cluster to access a skilled workforce, benefit from 
knowledge spillovers and shared infrastructure, adopt new technologies more easily, and 
boost productivity, further attracting investment. Meanwhile, core-periphery theory highlights 
how core regions, with their diversified industrial bases, draw in capital, talent, and 

innovation, reinforcing their dominance over peripheral areas. In contrast, peripheral regions 
have narrower specialization, are less competitive, and become dependent on external growth 
factors (Krugman, 1991b).  
2) The stage theory of regional inequalities, particularly the Kuznets hypothesis (Kuznets, 
1955; Williamson, 1965), suggests that regional disparities rise during early stages of 
industrialization but decline over time. However, if economic concentration in certain regions 
continues to increase without corresponding specialization in other regions, regional 
disparities are more likely to persist or even grow rather than decline. In Croatia, amid the 
post-transition economic transformation, this scenario is highly plausible. The strong 
concentration of economic activity in and around Zagreb, coupled with the lack of 
specialization in other regions (particularly in the eastern part) is consistent with the 
predictions of the Kuznets hypothesis. One way to counteract this trend is through 
redistribution policies and investments in infrastructure for lagging regions.  
3) In the context of resilience and export base model, Martin and Sunley (2015) introduced 
the concept of economic resilience emphasizing the ability of regions to recover from shocks. 
This emerging concept is becoming increasingly important for strengthening regional, local, 
and urban economies. In terms of regional specialization, highly specialized regions may be 
more vulnerable to economic shocks because their economies rely on a limited number of 
sectors. If investments and innovations are concentrated in only a few regions, peripheral 
regions risk stagnation, further widening economic disparities. In the context of Croatia, the 
counties of Adriatic Croatia are highly specialized in the tourism sector, which places them in 
a vulnerable position in the event of a negative external shock. According to the export base 
theory, developed by North (1955) and later expanded by Hirschman (1958), when export 
industries are concentrated in only a few regions while others remain reliant on traditional 
non-export sectors (e.g., construction), capital accumulation becomes uneven. Wealthier 
regions attract more investments, and the diffusion of innovation remains unequal, as new 
technologies and knowledge fail to spread evenly across all regions. This dynamic further 
exacerbates regional economic differences, as regions with developed export sectors achieve 
higher added value and economic growth, while others continue to lag behind.  
In sum, the gap between geographic concentration and regional specialization, where 
concentration increases in developed areas while lagging regions fail to specialize, can 
significantly contribute to persistent regional disparities. This paper aims to empirically assess 
this dynamic in Croatia by linking these concepts to regional data on production and GDP p.c. 
 
2.2. Literature review 
 
Given the importance of trade in shaping patterns of concentration and specialization, these 
phenomena are often analyzed in the context of economic integration. There were concerns 
that European integration could lead to greater regional specialization, making regions more 
vulnerable to economic shocks. However, Hallet (2000), analyzing European regions, 
concluded that their economic structures have become more similar, with a greater emphasis 
on services, and that there is no evidence of increased industrial concentration. Aiginger 
(1999) provides a systematic review of existing literature on changes in industrial structure, 
laying the foundation for examining concentration and specialization patterns. He also offers 
an overview of absolute and relative indicators used for measurement, highlighting their 
respective advantages and limitations. Bickenbach and Bode (2008) further extend the 
methodological framework for measuring concentration and specialization. 
Dalum et al. (1998) analyze the export specialization of 20 OECD countries between 1965 
and 1992 and find that specialization and concentration can follow different dynamics. Amiti 
(1999) shows that between 1968 and 1990, specialization increased in Belgium, Denmark, 
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Germany, Greece, Italy, and the Netherlands, while France, Spain, and the United Kingdom 
experienced a decline. Additionally, 17 out of 27 industrial sectors saw an increase in 
geographical concentration. Ezcurra et al. (2006) examine the spatial distribution of industry 
in the European Union from 1977 to 1999 and conclude that industrial concentration 
increased during this period. Traistaru et al. (2002b) study the effects of economic integration 
on regional specialization and the geographical concentration of the manufacturing industry in 
candidate countries for the European Union's 2004 enlargement. Their findings suggest that a 
combination of factor endowments and geographical proximity to the European core 
determines the location of the manufacturing industry in these candidate countries. Aiginger 
and Leitner (2002) compare the regional concentration of the manufacturing industry in the 
United States and Europe. They conclude that while concentration is higher in the U.S., it has 
been declining at a faster rate. In Europe, this trend became particularly evident after the 
establishment of the single market. Rossi-Hansberg (2005) developed a spatial trade theory, 
arguing that trade patterns can be explained through concentration and specialization. He also 
hypothesized that changes in transport costs lead to divergent trends in these two phenomena. 
This hypothesis was empirically confirmed by Aiginger and Rossi-Hansberg (2006) in their 
study of the U.S. and the EU. Using the Gini coefficient as a measure of concentration and 
specialization, they demonstrated that lower transport costs lead to increased specialization 
but decreased concentration in both the U.S. and the EU. Gervais et al. (2024) examine 
patterns of concentration and specialization in the U.S. over a 30-year period for industries 
and a 20-year period for occupations. Their main conclusion is that concentration and 
specialization in industries have declined, while concentration and specialization in 
occupations have increased. Notably, these changes are not the result of employment shifts 
between sectors or occupations with different concentration levels but have instead occurred 
within industries and occupations themselves. Traistaru et al. (2002a) study the case of 
Romania and observe a tendency for growth in both absolute and relative regional 
specialization, as well as an increase in industrial concentration in 7 out of 13 industrial 
branches. Additionally, they find that regional GDP is becoming more concentrated compared 
to regional GDP per capita, suggesting a trend toward greater income polarization. A similar 
conclusion is reached by Goschin et al. (2009), who find that Romanian regions have become 
less specialized over time while industries have become more concentrated. Cutrini (2009) 
analyzes industrial location patterns in the European Union during the integration process 
from 1985 to 2001. He concludes that economic activities have become more dispersed, 
leading to a reduction in international polarization. Lehocký and Rusnák (2016) examined 
Slovakia and found that concentration increased in traditional (mature) industries, while 
regional specialization declined. Sekur (2018) analyzed the period from 1997 to 2008 using 
data from Croatian counties and concluded that concentration and specialization moved in 
opposite directions—concentration increased, while specialization decreased. This trend is 
even more pronounced when employment data is taken into account. 
Among studies on concentration and specialization in East Asia, Park (2003) stands out, 
concluding that East Asian countries are less specialized and concentrated compared to the 
U.S. and the EU. However, he suggests that further economic integration could strengthen 
both processes. Long and Zhang (2012) analyze China and find that industrial concentration 
and regional specialization increased significantly between 1995 and 2004, pointing to the 
strong development of industrial clusters. 
 
In conclusion, the theoretical and empirical literature suggests that concentration and 
specialization are not necessarily synonymous and that their dynamics can vary depending on 
the context. The development of specialization and concentration, influenced by comparative 
advantages and structural changes, can have different effects on regional economic 
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distribution. While increased specialization may heighten a region’s vulnerability to economic 
shocks, greater concentration can lead to deeper regional inequalities. 
         
                    
3. Method and data     
 
In this paper, the Herfindahl-Hirschman (HH) index is used to calculate the coefficients of 
geographic concentration and regional specialization. The index serves as a statistical measure 
of concentration in various contexts. For example, it can measure the concentration of 
household income (or wealth) as well as market concentration, i.e., the degree of corporate 
output concentration in sectors such as banking or industry (Rhoades, 1993). There are also 
alternative measures such as the Theil Index, the Shannon Entropy Index, or the Gini Index. 
Palan (2010) compares nine commonly used absolute and relative indices of specialization, 
analyzing their properties, strengths, and weaknesses, and concludes that the HHI meets the 
most criteria (among absolute measures) and is easy to compute, which justifies its use in this 
paper. 
 
In this paper, concentration refers to the share of a particular region (county) in a specific 
economic activity, effectively measuring the distribution of regional shares in that activity. A 
high level of concentration means that a significant portion of the activity is located in one or 
a few regions. Conversely, regional specialization examines the economic structure of a 
region (county), comparing the distribution of sectoral shares in its economy with the rest of 
the country. A region is considered highly specialized if a small number of activities dominate 
its economy. Both geographic concentration and regional specialization are measured using 
the HH index. As an absolute measure of concentration, the HH index is calculated by 
summing the squares of a region’s share in an activity. A value of 1 indicates complete 
concentration of activity in a single region, while a value close to 0 signifies high dispersion. 
Similarly, as an absolute measure of specialization, the HH index is computed as the sum of 
the squares of an industry's share in a region’s economy. A value of 1 indicates complete 
specialization, whereas a value near 0 suggests high diversification. 
 
Mathematically, the HH concentration/specialization index is defined by Goschin et al. (2009) 
as: 
 

 
 
Where:  
 

 
 
 
The symbols in the formulas are as follows: 
 

 – HH index of geographic concentration;   
 – HH index of regional specialization; 

i – region (county) 1,2,3,…, n; j – economic activity 1,2,3,…, m; 
X – total GVA;  
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Xij – GVA in economic activity j and region i;  
Xj – total GVA of the economic activity j; 
Xi – total GVA in region i; 

 – share of the region i in total national GVA of the economic activity j; 
 – share of the economic activity j in total GVA of the region i. 

 
The Herfindahl-Hirschman (HH) index increases with the degree of concentration or 
specialization and can reach a maximum value of 1 if activity j is concentrated in a single 
region, or if region i is specialized in only one activity. The lowest level of concentration is 
1/n, which occurs when all regions have equal shares in activity j, while the lowest level of 
specialization is 1/m, which indicates that all activities have equal shares in region i. This 
means that the lower bound of the HH index is sensitive to the number of observations, 
limiting direct comparisons (e.g., countries must have the same number of regions), which is 
its main drawback. Another limitation is that the HH index is an absolute measure, meaning 
that regions with higher shares disproportionately affect changes in concentration and 
specialization (the index is biased towards larger regions) (Goschin et al. 2009). 
 
The coefficient of variation (CV), a standardized measure of income dispersion among 
regions, is used to assess regional economic disparities. It is calculated as the ratio of the 
standard deviation of regional GDP per capita to its arithmetic mean (Everitt, 1998): 
 

  
 
Where σ represents the standard deviation of regional GDP per capita, and μ represents the 
arithmetic mean of regional GDP per capita. Higher values of the coefficient of variation 
indicate greater regional disparities, while lower values suggest convergence between regions. 
This method enables the monitoring of regional disparities over time and their connection to 
the processes of specialization and concentration. 
 
In terms of data, the calculation of the HH concentration and specialization index uses data 
from the Central Bureau of Statistics on gross value added (GVA) for the Republic of Croatia 
and its counties, categorized by NKD 2007 activities, for the period 2000-2019, in euros at 
fixed exchange rates. Due to the lack of more detailed data on industry branches at the county 
level, broader economic classes are used for GVA. This approach provides each county with 
greater potential for specialization within a certain group of activities, rather than individual 
sectors. The same applies to concentration. Although an activity may be present exclusively in 
one county, its concentration might not be clearly visible because it is grouped with other 
activities (e.g., activity R (Human health and social work activities) is combined with other 
service activities (S, T, and U)). To calculate the coefficient of variation (CV) as a measure of 
regional disparities, GDP per capita at the county level, in euros at fixed exchange rates for 
the period 2000-2019, is used. An increase in the coefficient of variation indicates that income 
differences between counties are growing, suggesting an increase in regional disparities. 
Conversely, a decrease in the coefficient of variation reflects lower income variability among 
counties, pointing to a reduction in regional inequalities. 
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Where σ represents the standard deviation of regional GDP per capita, and μ represents the 
arithmetic mean of regional GDP per capita. Higher values of the coefficient of variation 
indicate greater regional disparities, while lower values suggest convergence between regions. 
This method enables the monitoring of regional disparities over time and their connection to 
the processes of specialization and concentration. 
 
In terms of data, the calculation of the HH concentration and specialization index uses data 
from the Central Bureau of Statistics on gross value added (GVA) for the Republic of Croatia 
and its counties, categorized by NKD 2007 activities, for the period 2000-2019, in euros at 
fixed exchange rates. Due to the lack of more detailed data on industry branches at the county 
level, broader economic classes are used for GVA. This approach provides each county with 
greater potential for specialization within a certain group of activities, rather than individual 
sectors. The same applies to concentration. Although an activity may be present exclusively in 
one county, its concentration might not be clearly visible because it is grouped with other 
activities (e.g., activity R (Human health and social work activities) is combined with other 
service activities (S, T, and U)). To calculate the coefficient of variation (CV) as a measure of 
regional disparities, GDP per capita at the county level, in euros at fixed exchange rates for 
the period 2000-2019, is used. An increase in the coefficient of variation indicates that income 
differences between counties are growing, suggesting an increase in regional disparities. 
Conversely, a decrease in the coefficient of variation reflects lower income variability among 
counties, pointing to a reduction in regional inequalities. 
 
 
 
 
 

4. Results and discussion 
 
The calculated HH concentration indices, based on data on gross value added (GVA) by 
activity areas of the NKD 2007 for the period 2000-2019, reveal significant differences 
among activities. The most concentrated activity is J (Information and communication), with 
an average HH index value of 0.370 for the period 2000-2019, followed by activity K 
(Financial and insurance activities) with an average value of 0.331, and activities M and N 
(Professional, scientific, technical, administrative, and support service activities) with an 
average value of 0.285. These three activities also experienced the largest increase in the HH 
index between 2000 and 2019, with activity K (Financial and insurance activities) standing 
out in particular, as its HH index increased by 212%. The least concentrated activity is 
Agriculture, forestry and fishing (A), with an average HH index value of 0.069. It is also 
noteworthy that the manufacturing industry (C) had the largest decrease in the HH index 
between 2000 and 2009, with a reduction of 35%, indicating that it became more dispersed 
over time (see Graph 1). This trend coincides with the relative loss of importance of the 
manufacturing industry for the Croatian economy (relative deindustrialization). Specifically, 
from 2000 to 2019, the share of the manufacturing industry in Croatia's economy decreased 
from 16.7% to 12.0% (share in total GVA). 
 
Graph 1: Average value and change in the Herfindahl-Hirschman concentration index based 

on GVA data for 2000–2019. 

 
Source: Croatian Bureau of Statistics (2025) 

 
The Herfindahl-Hirschman index is also calculated for Croatian counties to analyze trends in 
their specialization. In this case also, data on GVA by counties and NKD 2007 activities from 
2000 to 2019 is used. The highest HH index is in Dubrovnik-Neretva County, with an average 
value of 0.197 from 2000 to 2019. This county also experienced the third-largest increase in 
the HH index of specialization during the same period, with a growth of 35%. This increase 
can largely be attributed to the significant growth in the share of Construction (F) (from 4% to 
12% in the county’s total GVA) and Wholesale and retail trade, transport and storage, 
accommodation, and food preparation and serving activities (G, H, I) (from 28% to 41%). 
These activities are closely linked to tourism, which explains the specialization pattern in this 
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county. Among other counties with increasing specialization, Međimurje County stands out 
with a growth of 46%, followed by Krapina-Zagorje County with a growth of 40% (see Graph 
2). The largest decrease in the HH index from 2000 to 2019 is recorded in Koprivnica-
Križevci County, which saw a 24% decline, primarily due to a decrease in the share of the 
manufacturing industry from 38% to 27% in total GVA. Osijek-Baranja County has the 
lowest average HH specialization index value (0.129), meaning it has the most balanced 
economic structure among Croatian counties. 
 
Graph 2: Average value and change in the Herfindahl-Hirschman specialization index based 

on GVA data for 2000–2019 
 

 
Source: Croatian Bureau of Statistics (2025) 

 
The following is an analysis of the gap between concentration and specialization, and its 
relationship with the evolution of regional disparities, as measured by the coefficient of 
variation (CV). By examining the average values of the HH concentration and specialization 
indices for the period 2000-2019 and observing their gap, it becomes evident that this gap is 
increasing over time—i.e., concentration is growing faster than specialization. When the 
concentration of economic activity grows faster than regional specialization, it indicates that 
economic activities are increasingly concentrated in a few regions, while other regions are not 
specializing enough to develop their own competitive advantages. From the perspective of 
regional disparities, a higher concentration of economic activity attracts new workers, further 
reducing the economic potential of weaker regions and contributing to depopulation. 
Additionally, a high concentration of economic activity in a small number of regions can 
make the entire economy more sensitive to local shocks or structural changes in the dominant 
industries of these regions. Similarly, a decline or slower growth in specialization means that 
regions fail to develop their own specialized sectors and become economically dependent on 
more developed regions, which can limit their capacity for independent innovation and long-
term development. 
 
Graph 3 shows the relationship between the HH index gap (the gap of Herfindahl-Hirschman 
index between the concentration and specialization) (left axis) and the coefficient of variation 
(right axis), which measures regional disparities in Croatia. From 2000 to 2010, the gap 
between concentration and specialization (the HH index gap) increased, meaning that 
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regions fail to develop their own specialized sectors and become economically dependent on 
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Graph 3 shows the relationship between the HH index gap (the gap of Herfindahl-Hirschman 
index between the concentration and specialization) (left axis) and the coefficient of variation 
(right axis), which measures regional disparities in Croatia. From 2000 to 2010, the gap 
between concentration and specialization (the HH index gap) increased, meaning that 

economic activity was concentrating in certain regions faster than regions were specializing. 
In parallel, the coefficient of variation also rose, suggesting that regional disparities were 
increasing. The HH index gap peaked around 2010, which may indicate that concentration 
significantly exceeded specialization at that point. The coefficient of variation was also at its 
highest level during this period, confirming that regional disparities were pronounced. After 
2010, an interesting trend emerges. Both indicators began to decline, but with a key 
difference. From 2010 to 2014, the HH index gap and the coefficient of variation decreased in 
parallel, suggesting that regional disparities were diminishing alongside the gap between 
concentration and specialization. However, since 2014, the coefficient of variation has 
decreased rapidly, while the HH index gap has stagnated until 2019, indicating that regional 
disparities continued to decline despite the concentration-specialization ratio. A possible 
explanation for this trend is that Croatia’s EU membership, starting in 2013, provided access 
to EU structural and cohesion funds aimed at reducing regional inequalities and stimulating 
the development of less developed regions. The decrease in the coefficient of variation after 
2014 may reflect the positive impact of EU funds on the economic development of these 
regions, regardless of the concentration of economic activity. Notably, during the 2014-2020 
EU budget cycle, Croatia gained access to EUR 12.19 billion (European Commission, 2025). 
 

Graph 3: Trends in the concentration-specialization gap (HH index gap) and regional 
disparities (coefficient of variation) 

 
Source: Authors' own calculations based on data from the Croatian Bureau of Statistics (2025) 

 
Additional confirmation of the previous analysis is provided by Graph 4, which illustrates the 
relationship between the concentration-specialization gap and regional disparities, i.e., 
between the HH gap index and the coefficient of variation. While Graph 3 shows trends over 
time, this scatterplot confirms the existence of a strong statistical relationship between the two 
indicators. The positive slope of the regression line indicates a positive relationship: as the 
gap between concentration and specialization increases, so does the coefficient of variation, 
reflecting greater regional disparities. Furthermore, the coefficient of determination (R² = 
0.8168) suggests a strong correlation between the two variables. The Pearson correlation 
coefficient between the HH gap index and the coefficient of variation for the period 2000-
2019 is also calculated. It amounts to 0.9037 (t-value is 8.9573 and p-value is 0.0000), which 
shows a very strong positive correlation between these two variables. 
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Graph 4: Relationship between concentration-specialization gap (HH index gap) and regional 
disparities (coefficient of variation) 

 
Source: Authors' own calculations based on data from the Croatian Bureau of Statistics (2025) 

 
 
5. Discussion and conclusion 
 
This paper examines trends in the geographic concentration of economic activities and 
regional specialization, as well as their relationship with regional disparities in Croatia during 
the period 2000–2019. Although concentration and specialization are often explicitly or 
implicitly treated as related phenomena, these processes may move in opposite directions or at 
different paces. The results of the empirical analysis show that the rate of concentration has 
increased faster than specialization, leading to a widening gap between them (measured by the 
difference between the Herfindahl-Hirschman concentration and specialization indices). At 
the same time, regional disparities (measured by the coefficient of variation) have also 
increased. The Pearson correlation coefficient indicates a strong positive relationship between 
the concentration-specialization gap and regional inequality. However, after 2014, the gap 
stagnated, and regional disparities began to decline. The possible reason is that Croatia’s 
accession to the European Union in 2013 facilitated access to EU structural and cohesion 
funds aimed at reducing regional disparities, regardless of concentration and specialization 
trends. Nevertheless, addressing regional disparities requires a comprehensive policy 
approach that balances economic concentration with regional specialization. Encouraging 
diversification, strengthening human capital, improving infrastructure, and implementing 
targeted fiscal measures can help mitigate the negative effects of these imbalances. 
Ultimately, achieving sustainable and inclusive regional development requires a strategic 
combination of national policies and local initiatives that promote both economic efficiency 
and territorial equity. 
 
The paper provides several policy recommendations. First, promoting economic 
diversification at the county level—particularly through the growth of small and medium-
sized enterprises—can reduce reliance on a few dominant industries. Second, fostering 
innovation and human capital development would enhance competitiveness and create 
stronger prospects for regional specialization. Additionally, improving connectivity across 
Croatia—not only in transport infrastructure but also in digital and energy networks—would 



101REGION, ENTREPRENEURSHIP, DEVELOPMENT

Graph 4: Relationship between concentration-specialization gap (HH index gap) and regional 
disparities (coefficient of variation) 

 
Source: Authors' own calculations based on data from the Croatian Bureau of Statistics (2025) 
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This paper examines trends in the geographic concentration of economic activities and 
regional specialization, as well as their relationship with regional disparities in Croatia during 
the period 2000–2019. Although concentration and specialization are often explicitly or 
implicitly treated as related phenomena, these processes may move in opposite directions or at 
different paces. The results of the empirical analysis show that the rate of concentration has 
increased faster than specialization, leading to a widening gap between them (measured by the 
difference between the Herfindahl-Hirschman concentration and specialization indices). At 
the same time, regional disparities (measured by the coefficient of variation) have also 
increased. The Pearson correlation coefficient indicates a strong positive relationship between 
the concentration-specialization gap and regional inequality. However, after 2014, the gap 
stagnated, and regional disparities began to decline. The possible reason is that Croatia’s 
accession to the European Union in 2013 facilitated access to EU structural and cohesion 
funds aimed at reducing regional disparities, regardless of concentration and specialization 
trends. Nevertheless, addressing regional disparities requires a comprehensive policy 
approach that balances economic concentration with regional specialization. Encouraging 
diversification, strengthening human capital, improving infrastructure, and implementing 
targeted fiscal measures can help mitigate the negative effects of these imbalances. 
Ultimately, achieving sustainable and inclusive regional development requires a strategic 
combination of national policies and local initiatives that promote both economic efficiency 
and territorial equity. 
 
The paper provides several policy recommendations. First, promoting economic 
diversification at the county level—particularly through the growth of small and medium-
sized enterprises—can reduce reliance on a few dominant industries. Second, fostering 
innovation and human capital development would enhance competitiveness and create 
stronger prospects for regional specialization. Additionally, improving connectivity across 
Croatia—not only in transport infrastructure but also in digital and energy networks—would 

increase regional specialization potential, attracting investment, innovation, and knowledge 
spillovers. To implement these measures, targeted financial support—such as tax incentives 
and grants—should be introduced. For instance, establishing special economic zones (SEZs) 
and industrial clusters could encourage more balanced regional growth. Finally, a bottom-up 
approach to decision-making is essential. Greater decentralization would empower local 
governments to tailor economic policies to their unique needs, fostering healthy competition 
among Croatian counties in attracting businesses and people. 
 
It is important to acknowledge several limitations of this paper. Firstly, the analysis is based 
on descriptive statistics and uses an absolute indicator to calculate concentration and 
specialization coefficients. The use of relative indicators could offer a different perspective on 
regional variations and dynamics. Moreover, the paper does not incorporate spatial 
econometric techniques or methods for identifying causal relationships. The findings would 
be more robust if less aggregated data were available, ideally at the firm level. However, data 
availability poses a significant constraint for this type of analysis. These limitations also 
provide a foundation for future research. The application of spatial econometric techniques 
would help address the issue of spatial autocorrelation, while the use of microdata in dynamic 
panel models could offer deeper insights into the mechanisms of concentration and 
specialization. Additionally, incorporating variables related to EU funding would contribute 
to a better understanding of the drivers behind regional disparities and the effectiveness of 
cohesion policies in reducing them. 
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LOCAL GOVERNMENT EFFICIENCY IN SLAVONIA: A DEA-BASED 

ASSESSMENT OF COMMUNITY DEVELOPMENT 
 
 

ABSTRACT 
 
This paper assesses the relative efficiency of 127 local governments (LGs) in the Slavonia 
region of Croatia, encompassing both cities and municipalities. Slavonia is marked by 
persistent development challenges, including economic underperformance, demographic 
decline, and structural inequalities. The primary aim of the paper is to identify the LGs most 
efficient at transforming limited public resources into positive community development 
outcomes, and to provide a comparative basis for policy improvement and resource 
optimization. A two-stage non-parametric Data Envelopment Analysis (DEA) approach was 
applied. In the first stage, an input-oriented BCC model was used to assess the relative 
efficiency of LGs in converting total public expenditures into outputs across five development 
dimensions: economic development, education, environmental sustainability, digital 
infrastructure, and civic participation. In the second stage, a super-efficiency model was 
employed to enable full ranking, identify benchmark units, and support performance-based 
clustering. The analysis was first conducted on the full sample of LGs, and subsequently on 
separate subsamples of cities and municipalities. The results reveal considerable variation in 
efficiency levels. Only a few LGs – most notably the municipalities of Čeminac, Klakar, and 
Punitovci, and the City of Osijek – achieved benchmark status in both the overall and subgroup 
analyses. These units demonstrated a high capacity to deliver better-than-average development 
outcomes with relatively limited financial input. Conversely, many LGs showed substantial 
inefficiencies, highlighting the need for targeted capacity-building and improved resource 
alignment. The findings demonstrate that efficiency is not determined solely by LG size or 
available resources, but also by the strategic deployment of those resources. The study provides 
a replicable model for evaluating LG efficiency and contributes to policy efforts aimed at 
fostering balanced and sustainable local development. 
 
Key words: local government efficiency, DEA, Slavonia, community development, benchmark   
                   units. 
 
 
1. Introduction 

In recent years, the growing emphasis on evidence-based public management has intensified 
the need to evaluate the performance and efficiency of LGs in delivering public services and 
fostering community development. As public resources remain constrained and citizen 
expectations increase, understanding how efficiently local governments transform inputs – such 
as financial and human resources – into meaningful developmental outcomes has become a key 
policy concern. While numerous studies have assessed LG performance across various 
countries, little empirical research has focused on Croatia, and even less so on its economically 
underdeveloped eastern region of Slavonia.  
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1. Introduction 

In recent years, the growing emphasis on evidence-based public management has intensified 
the need to evaluate the performance and efficiency of LGs in delivering public services and 
fostering community development. As public resources remain constrained and citizen 
expectations increase, understanding how efficiently local governments transform inputs – such 
as financial and human resources – into meaningful developmental outcomes has become a key 
policy concern. While numerous studies have assessed LG performance across various 
countries, little empirical research has focused on Croatia, and even less so on its economically 
underdeveloped eastern region of Slavonia.  

Slavonia is a region characterized by persistent demographic decline, below-average economic 
indicators, and structural development challenges (World Bank, 2019). In this context, the 
ability of LGs to use public resources efficiently is not only a matter of fiscal responsibility, but 
a prerequisite for sustainable development and social cohesion. This study addresses this gap 
by conducting a comprehensive efficiency analysis of 127 LGs – both cities and municipalities 
– across five Slavonian counties. The analysis uses DEA, a well-established non-parametric 
technique, to assess the relative efficiency of LGs in translating budgetary expenditures into a 
multi-dimensional set of community development outcomes.  
 
The selected output indicators reflect critical dimensions of development aligned with the 
United Nations Sustainable Development Goals (SDGs), including economic prosperity, 
educational attainment, environmental sustainability, digital access, and democratic 
participation. The results reveal substantial variation in efficiency among LGs, with only a 
small number achieving benchmark status. Benchmark units are shown to produce consistently 
high-quality development outcomes relative to their expenditure levels. Interestingly, some 
small municipalities outperform large, better-resourced cities, indicating that structural 
limitations do not necessarily preclude high efficiency. These findings underscore the 
importance of efficient resource allocation and can inform targeted policy interventions aimed 
at improving local service delivery. This study contributes to both the academic literature and 
public policy by offering a replicable, data-driven approach to assessing LG efficiency in a 
context marked by development disparities and constrained fiscal capacities. 
 
The remainder of this paper is organized as follows. The next section reviews the relevant 
literature on LG efficiency and the application of DEA in public sector evaluation. This is 
followed by a detailed description of the methodology and data sources used. The results section 
presents findings from the two-stage DEA analysis, including efficiency scores, clustering, and 
group-wise comparisons between cities and municipalities across different efficiency clusters. 
The final section discusses key implications, offers policy recommendations, and concludes 
with a suggestion of directions for future research. 
 
 
2. Literature Review 
 
Numerous empirical studies have employed non-parametric methods to evaluate the efficiency 
of LGs, particularly in terms of public spending and service delivery. These studies typically 
investigate how efficiently LGs convert limited resources – financial, human, or infrastructural 
– into service delivery indicators, often comparing units across municipalities, regions, or 
metropolitan areas. DEA has been widely used across European contexts. For example, Geys 
& Moesen (2009) evaluated the efficiency of 304 Flemish municipalities using both DEA and 
free disposal hull (FDH) as non-parametric methods. The model included total expenditures as 
the input and several output variables reflecting the provision of public goods, such as 
recreational surface area, number of primary school pupils, length of local roads, and volume 
of waste collected. Balaguer-Coll & Prior (2009) examined the efficiency of 258 Spanish 
municipalities using DEA, with budgetary data as inputs and several proxy outputs for local 
service provision, including population, waste collection, and street infrastructure. Their 
findings indicate that exogenous factors – such as municipal size, tax revenue, and per capita 
grants – are key drivers of inefficiency. Similar studies have been conducted in some post-
transition European economies, including Slovenia, Bosnia and Herzegovina, Czechia, and 
Macedonia (Nikolov, 2013; Pevcin, 2013; Šehić, Osmanković, & Galić, 2013; Staníčková & 
Melecky, 2012). These studies commonly address decentralization challenges, administrative 
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fragmentation, and EU funding dynamics as influential factors affecting efficiency scores. 
Some studies complement non-parametric approaches with parametric techniques such as 
stochastic frontier analysis (SFA) to improve interpretability and account for the influence of 
exogenous variables (e.g. Lazović-Pita & Šćeta, 2021; Nikolov, 2013). 
 
The existing literature on public sector efficiency in Croatia predominantly addresses efficiency 
benchmarking at the county level, although the approaches and emphases differ. Hodžić & 
Muharemović (2019) examine the efficiency of 20 Croatian counties between 2009 and 2016, 
using total public expenditures as input and service-related outputs such as numbers of school 
pupils, healthcare visits, road length, and public lighting infrastructure. They find that only two 
exogenous factors – unemployment rate and average wage – significantly affect efficiency 
outcomes. Škuflić, Rabar, & Šokčević (2010) assess counties' capacity to generate economic 
output using inputs like the number of graduates, legal entities, foreign direct investment (FDI), 
and equipment value. Their output variables include GDP and investment in fixed assets, and 
the study reveals considerable regional variation in the utilization of economic potential. A 
complementary perspective is provided by Rabar (2013), who applies DEA over the 2005–2007 
period using social vulnerability indicators – unemployment rate and number of social support 
users – as inputs, and five outputs including GDP, investment, export coverage, secondary 
sector GVA, and number of graduates. The study combines window and categorical analysis to 
highlight the ways in which structural characteristics impact county-level efficiency, 
particularly to the benefit of inland counties. Slijepčević (2019) introduces a more holistic 
approach by using a composite performance indeks – combining economic, social, and 
demographic indicators – as output, and total public expenditures as input. The results point to 
substantial inter-county disparities, with the least efficient counties requiring a 55% expenditure 
reduction to reach the efficiency frontier. Other research applies DEA to specific public sectors 
at the municipal level, such as entrepreneurial zones (Šmaguc & Vuković, 2018) and e-
government services (Jardas Antonić & Šegota, 2017; Šegota, Jardas Antonić, & Rakamarić 
Šegić, 2013), identifying inefficiencies in targeted policy areas. 
 
While a number of DEA-based studies exist at the county level in Croatia, research focusing on 
the local level of government – i.e., municipalities and cities – remains limited. Most analyses 
rely on county-level data due to greater data availability and the administrative role of counties 
as coordinators of regional development policy, EU funding, education, healthcare, and other 
public services. However, this approach may overlook intra-regional variation and local-
specific development dynamics. To address this gap, this study applies DEA at the local level 
within a single macro-region – Slavonia – characterized by structural challenges and long-term 
underdevelopment. By doing so, it offers a more granular perspective on government efficiency 
and provides evidence for more targeted, locally-responsive policy design. 
 
 
3. Methodology and data 
 
This study employs DEA to evaluate the relative efficiency of 127 LGs in Slavonia, Croatia. 
DEA is a non-parametric method based on linear programming that assesses the efficiency of 
decision-making units (DMUs) by comparing multiple inputs and outputs. Specifically, I adopt 
the BCC (Banker, Charnes, & Cooper, 1984) model with an input-oriented approach to measure 
the efficiency of municipalities and cities in resource utilization while maximizing community 
development outcomes. An input-oriented DEA approach measures how much a municipality 
can reduce its input usage (e.g., budget, staff) while still maintaining the same level of 
community development outcomes. This approach is particularly useful for LGs, in which 
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public services. However, this approach may overlook intra-regional variation and local-
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3. Methodology and data 
 
This study employs DEA to evaluate the relative efficiency of 127 LGs in Slavonia, Croatia. 
DEA is a non-parametric method based on linear programming that assesses the efficiency of 
decision-making units (DMUs) by comparing multiple inputs and outputs. Specifically, I adopt 
the BCC (Banker, Charnes, & Cooper, 1984) model with an input-oriented approach to measure 
the efficiency of municipalities and cities in resource utilization while maximizing community 
development outcomes. An input-oriented DEA approach measures how much a municipality 
can reduce its input usage (e.g., budget, staff) while still maintaining the same level of 
community development outcomes. This approach is particularly useful for LGs, in which 

financial and human resources are often constrained, and improving efficiency means doing 
more with less (Ammons, 2020). For example, if two municipalities achieve similar levels of 
economic and social development, but one spends significantly more on public services, the 
input-oriented model would identify this municipality as inefficient and suggest potential cost 
reductions that could be achieved without sacrificing service quality. Also, DEA BCC measures 
relative efficiency, meaning that each LG's efficiency score is assessed in comparison to other 
LGs in the dataset rather than against an absolute standard (Charnes, Cooper, & Rhodes, 1978). 
Thus, an efficiency score of 1 (100%) indicates that a LG is efficient relative to its peers, but 
not necessarily in absolute terms. Since efficiency scores depend on the sample of LGs 
analyzed, changes in the dataset can affect results. That is why I first analyzed all LGs together, 
followed by a separate efficiency analysis of cities and municipalities. 
The efficiency score for each DMU is obtained by solving the following linear programming 
problem: 

min𝜃𝜃𝜃𝜃 𝜃𝜃0 
subject to            (1) 

−𝑦𝑦0 + 𝑌𝑌𝑌𝑌 ≥ 0, 
𝜃𝜃𝑥𝑥0 − 𝑋𝑋𝑌𝑌 ≥ 0, 
𝑒𝑒𝑇𝑇𝑌𝑌 = 1, 
𝑌𝑌 ≥ 0, 

 
where 𝑥𝑥0 and 𝑦𝑦0 are vectors of input and output values for each DMU, 𝜃𝜃0 represents the 
efficiency score (values between 0 and 1, where 1 indicates full efficiency). The vectors 𝑋𝑋𝑌𝑌 and 
𝑌𝑌𝑌𝑌, where 𝑌𝑌 = (𝑌𝑌1,… , 𝑌𝑌𝑛𝑛), 𝑌𝑌 > 0, represent the weighted sums of input and output 
contributions from efficient DMUs to project a given DMU onto the efficient frontier. The 
vector 𝑒𝑒𝑇𝑇 is a unit vector used in the convexity constraint of the BCC model to ensure that the 
model accounts for variable returns to scale (VRS). In such settings, the DEA BCC input-
oriented model assigns efficiency scores to each LG, identifying those operating efficiently and 
those requiring improvements (Banker et al., 1984). 
 
Table 1 presents the definitions of the variables used in the efficiency analysis. Two inputs were 
initially considered: total LG expenditures and average number of employees based on working 
hours. However, preliminary results revealed a substantial number of DMUs achieving the 
maximal efficiency score of 1 when both inputs were included. Consequently, the decision was 
made to use only total LG expenditures as the single input variable. There are several reasons 
for this methodological choice. First, there is otherwise a lack of discriminatory power, i.e. 
when many DMUs receive an efficiency score of 1, the DEA model loses its ability to 
discriminate effectively among units (Cooper, Seiford, & Zhu, 2011). Therefore, reducing the 
number of inputs enhances the discriminatory capability of the model, facilitating clearer 
identification of relatively efficient and inefficient LGs. Second, the correlation analysis 
revealed a high positive correlation (r = 0.91) between total expenditures and the average 
number of employees, indicating significant redundancy. Using highly correlated inputs can 
lead to redundancy, decreasing the discriminatory power of the DEA model and potentially 
distorting efficiency scores (Wagner & Shimshak, 2007). Third, employing a single critical 
input enhances the clarity and interpretability of DEA results. Such an approach simplifies 
policy interpretation, allowing clearer and more actionable conclusions and policy 
recommendations. Therefore, I opted to use a single input variable – total LG expenditures – 
which represents the overall level of financial resources utilized by LGs in their provision of 
public goods and services. This input captures the total budgetary allocation, reflecting both the 
scale of government activities and their financial intensity. In the context of this DEA efficiency 
analysis, total expenditures serve as a comprehensive proxy for the government's resource 
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usage, incorporating administrative, operational, and service delivery costs. Also, total 
expenditures comprehensively capture governmental resource allocation, effectively aligning 
with the selected output dimensions of local government performance. 
 
The selection of output variables was guided by their relevance for community development, 
previous research (e.g. Balaguer-Coll & Prior, 2009; Geys & Moesen, 2009; Gidion, 2023; 
Ríos, Guillamón, Cifuentes-Faura, & Benito, 2022), and data availability. Additionally, the 
chosen outputs align closely with the SDGs, ensuring that key aspects of economic, social, 
environmental, and institutional development correspond with global sustainability priorities. 
Specifically, the selected variables align – either directly or indirectly – with SDG targets 
related to: economic growth (SDG 8) – promoting inclusive economic development at the local 
level; education (SDG 4) – emphasizing access to higher education as a means of fostering 
lifelong learning and skill development; environmental sustainability (SDGs 11 & 12) – 
particularly in relation to waste management and sustainable urban planning; digital 
infrastructure (SDG 9) – ensuring access to information and communication technologies 
(ICTs) as a critical component of development; democratic participation (SDG 16) – 
particularly in terms of fostering inclusive and participatory decision-making at the local level. 
 

Table 1: Definition of variables 
 

Variable 
Type 

Component of 
Community 

Development 
SDG 

 
Variable Definition Data Source (year 

of observation) 

 

Input - -  Total 
expenditures 

Total budgetary 
expenditures of the LG 

Ministry of Finance 
(2023) 

 

Outputs Economic 
development 

SDG 8: Decent 
Work and 
Economic Growth 

 Local 
Development 
Index 

A composite indicator 
used to assess the socio-
economic development 
levels of LGs 

Ministry of 
Regional 
Development and 
EU Funds (2024) 

 

 Social 
development 

SDG 4: Quality 
Education 

 Higher education 
attendance 

The number of people 
attending professional or 
university studies by LG 

Croatian Bureau of 
Statistics (2021) 

 

 Environmental 
sustainability 

SDG 11: 
Sustainable Cities 
and Communities; 
SDG 12: 
Responsible 
Consumption and 
Production 

 

Waste 
management 
infrastructure 

Total municipal waste 
collected by LG (in 
tons) 

Ministry of 
Environmental 
Protection and 
Green Transition 
(2023) 

 

 Digital 
Infrastructure 

SDG 9: Industry, 
Innovation, and 
Infrastructure 

 

Internet access 

Percentage of 
households in a LG with 
broadband Internet 
access with data 
transmission rates of 2 
Mbit/s or more 

Croatian Regulatory 
Authority for 
Network Industries 
(2020) 

 

 Community 
participation 

SDG 16: Peace, 
Justice, and 
Strong Institutions 

 

Voter turnout 

Voter turnout for local 
executive and 
representative 
authorities (average) 

State Electoral 
Commission (2021) 

 

 
Source: Author 

 
When it comes to the years of observation, this study uses the most recent available year – 2023. 
The variables voter turnout and higher education attendance are from 2021, as they were 
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When it comes to the years of observation, this study uses the most recent available year – 2023. 
The variables voter turnout and higher education attendance are from 2021, as they were 

obtained from the population census. The variable local development index 2024 is composed 
of a series of indicators for the period 2020–2022, including the unemployment rate, per capita 
income, local government revenue per capita, population change, education rate, and aging 
index. 
 
 
4. Results 
 
The descriptive statistics provided in Table 2 summarize input and output variables across three 
categories: all local governments, cities and municipalities. For total expenditures, cities have 
a notably higher average (approximately €19 million) than municipalities (about €2 million), 
with large variations among cities, ranging from €3.8 million in Kutjevo to €120 million in 
Osijek. The local development index (devel_index) shows that cities generally have higher 
mean scores (99.04) than municipalities (92.89), suggesting greater development. Attendance 
in higher education studies (high_edu_attend) also shows significant differences in terms of the 
number of people, with cities averaging 804.36 individuals as against just 78.42 individuals in 
municipalities. Similarly, cities produce considerably more waste (5,166 tons on average) than 
municipalities (457 tons). Internet accessibility (int_acc) is slightly better in cities (mean = 
47.04%) than in municipalities (mean = 41.87%). Interestingly, voter turnout (vot_turn) is 
somewhat higher in municipalities (average of 51.17%) than in cities (average of 44.98%), with 
considerable variation among municipalities, ranging from 25.1% in Semeljci to 76.7% in 
Punitovci. 
 

Table 2: Descriptive statistics 
 
Variable  Mean Std. dev. Min Max 

total_expenditures 
all 4,989,066 12,338,168 674,746 120,286,289 

cities 19,165,377 25,534,259 3,832,267 120,286,289 
municipalities 2,018,791 1,166,050 674,746 7,534,365 

devel_index 
all 93.96 4.29 82.80 106.77 

cities 99.04 3.15 94.81 106.77 
municipalities 92.89 3.69 82.80 100.87 

high_edu_attend 
all 204.17 556.26 14 5,511 

cities 804.36 1,175 138 5,511 
municipalities 78.42 61.19 14 405 

waste_tons 
all 1,273 3,595 89 35,684 

cities 5,166 7,605 496 35,684 
municipalities 457 316 89 1.865 

int_acc 
all 42.76 6.94 25.39 62.46 

cities 47.04 6.89 34.79 62.46 
municipalities 41.87 6.64 25.39 57.68 

vot_turn 
all 50.10 10.40 25.09 76.70 

cities 44.98 6.33 30.92 59.67 
municipalities 51.17 10.78 25.09 76.70 

 
Source: Author 

 
Given these notable differences between municipalities and cities, the analysis will first be 
conducted collectively for all local governments, followed by separate analyses specifically for 
municipalities and cities. 
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In the first stage, I conducted the initial DEA analysis which provided efficiency scores where 
around 20% of LGs achieved a maximum efficiency score of 1, indicating efficiency but also 
limiting differentiation among top performers. To further differentiate these efficient units and 
establish a clearer ranking, a subsequent super-efficiency DEA analysis was conducted in the 
second stage. Unlike standard DEA, the super-efficiency method allows for efficiency scores 
greater than 1, identifying units that outperform their peers and thus can be classified as super-
efficient (Andersen & Petersen, 1993). Additionally, this approach provided valuable insights 
into benchmark units, highlighting best-practice examples and enhancing the robustness of the 
comparative analysis. 
 
The DEA results for all LGs were categorized into four distinct efficiency clusters (Map 1):  
 
1. Benchmark: this cluster includes four LGs, i.e., the Municipalities of Čeminac, Klakar, and 

Punitovci, and the City of Osijek, that achieved benchmark status, indicating maximum 
efficiency. These units represent best-practice examples within the analyzed group. They 
utilize financial resources (total expenditures) most efficiently to maximize beneficial 
community outcomes related to economic development (devel_index), social development 
(high_edu_attend), environmental sustainability (waste_tons), digital infrastructure 
(int_acc), and community participation (vot_turn). They set a clear standard by showing the 
highest possible performance level in community development outcomes per unit of 
financial expenditure. Therefore, these LGs represent realistic models of how limited 
resources can be optimally allocated to achieve broad, sustainable, and effective community 
development aligned with the SDGs. 

2. Super-efficient: this cluster comprises 21 LGs identified as super-efficient, with efficiency 
scores ranging from approximately 1.00 (just above full efficiency) to 4.97 and an average 
score of 1.59. These LGs clearly outperform the benchmark established in the initial DEA 
analysis. 

3. Moderate efficiency: comprising 53 LGs, this cluster has an average efficiency score of 
approximately 0.76, indicating moderate efficiency levels. Efficiency scores range from 
about 0.60 to just below full efficiency (0.99), highlighting the room for improvement that 
exists in these units.  

4. Low efficiency: the lowest-performing group includes 49 LGs with an average efficiency 
score of roughly 0.49. Efficiency scores here vary significantly, ranging from a low of 0.21 
up to 0.60, emphasizing substantial inefficiencies and considerable opportunities for 
improvement. 
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Map 1: Two-stage DEA efficiency results for all LGs in Slavonia 
 

 
 

Source: Author 
 
The DEA efficiency analysis for cities resulted in four distinct efficiency clusters (Map 2): 
1. Benchmark: includes the five cities (Orahovica, Osijek, Otok, Vinkovci and Virovitica) that 

achieved benchmark status, reflecting optimal performance in converting expenditures into 
community development outcomes.  

2. Super-efficient: this group consists of seven cities with efficiency scores above the standard 
benchmark (greater than 1). Efficiency scores range from approximately 1.14 to 1.82, 
averaging around 1.40, highlighting these cities' superior efficiency.  

3. Moderate efficiency: comprising seven cities, this cluster has an average efficiency score of 
approximately 0.83, indicating moderate efficiency. Scores range from around 0.67 to 0.95, 
showing these cities still have potential for efficiency improvements.  

4. Low efficiency: the lowest-performing cluster includes only three cities – Beli Manastir, 
Vukovar, and Lipik – with an average efficiency score of approximately 0.52. These cities 
show considerable room for improvement in transforming public expenditures into 
meaningful community development outcomes. 
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Map 2: Two-stage DEA efficiency results for Slavonian cities 
 

 
 

Source: Author 
 
The DEA efficiency analysis for municipalities identified four distinct efficiency clusters 
(Map 3):  
 
1. Benchmark: this cluster includes the nine municipalities (Antunovac, Bilje, Borovo, 

Čeminac, Čepin, Ivankovo, Klakar, Pitomača, and Punitovci) that achieved the highest 
possible efficiency and serve as benchmark units. They represent best-practice examples in 
the use of public expenditures to achieve strong community development outcomes.  

2. Super-efficient: consisting of 13 municipalities, this cluster includes units that exceeded the 
standard efficiency benchmark, with scores ranging from 1.00 to 1.63 and an average 
efficiency of 1.21. These municipalities demonstrated performance beyond the reference 
frontier.  

3. Moderate efficiency: this group includes 49 municipalities with an average efficiency score 
of approximately 0.76. Their efficiency scores range from 0.61 to just below 1.00, indicating 
generally adequate performance with room for improvement.  

4. Low efficiency: comprising 34 municipalities, this cluster shows the lowest average 
efficiency, at approximately 0.50. Efficiency scores range from 0.21 to 0.60, highlighting 
significant inefficiencies in the use of expenditures for achieving community development 
outcomes. 
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Map 2: Two-stage DEA efficiency results for Slavonian cities 
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The two-stage DEA efficiency results demonstrate how the strong performance of certain LGs 
holds up under different benchmarking scenarios – whether compared to all LGs or just to their 
administrative peers. Notably, the municipalities of Čeminac, Klakar, and Punitovci stand out 
as exceptional examples of LG efficiency. These municipalities not only achieved benchmark 
status when evaluated among all LGs – including larger, better-resourced cities – but also 
maintained this status when analyzed solely within the group of municipalities. This confirms 
that high performance is achievable under varying conditions – whether due to structural 
differences such as size and capacity, or depending on the composition of the comparison group. 
For a full list of efficiency scores and cluster assignments, see Appendix, Tables A1-A3. 
Table 3 shows that benchmark units, while not necessarily incurring the lowest expenditures 
per capita (e.g., €898 on average), consistently achieve high values in development-related 
outputs compared to less efficient clusters. On average, they report the highest share of 
population enrolled in higher education (3.74%), indicating strong human capital potential. 
They also demonstrate above-average results in waste management (212 kg of municipal waste 
collected per capita), internet access (46.9%), and voter turnout (63.9%). Additionally, 
benchmark units record the highest average value of the local development index, at 99.25. This 
pattern is even more pronounced among benchmark cities. These findings suggest that 
benchmark LGs maintain a balanced and effective approach to service delivery and 
development outcomes, while utilizing budgetary resources in a highly efficient manner. 
Notably, the table illustrates a central principle of the DEA methodology: higher efficiency 
does not imply the lowest absolute spending, but rather the most effective conversion of inputs 
into desirable outputs (Cooper et al., 2011). In this sense, benchmark LGs stand out for their 
ability to generate strong development outcomes relative to their resource use. 
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Table 3: Overview of DEA input and output indicators across efficiency clusters and LG 
types 

 
cluster sample total_exp

_pc 
devel_index high_edu_

attend (%) 
waste_kg 
(pc) 

int_acc 
(%) 

vot_turn 
(%) 

 input outputs 
1 – 
Benchmark 

all 898 99.25 3.74 212 46.92 63.89 
cities 1,285 101.74 4.55 307 50.27 47.42 
mun 753 97.02 3.52 182 48.99 58.48 

2 – Super 
efficient 

all 798 95.12 3.50 236 45.39 50.45 
cities 792 98.40 4.18 267 47.88 44.87 
mun 728 92.43 3.15 218 40.69 53.96 

3 – 
Moderate 

all 768 93.53 3.11 190 43.08 50.38 
cities 1,082 98.19 3.94 217 46.07 43.76 
mun 753 92.55 2.88 178 42.03 50.18 

4 – Low all 1,033 93.49 2.97 170 40.96 48.51 
cities 1,593 98.04 3.26 237 41.97 44.03 
mun 1,006 92.46 2.81 159 40.19 49.59 

 
Source: Author 

 
Finally, It is important to emphasize that the higher average values of development-related 
outputs among benchmark units are not unexpected, as these indicators were directly used in 
the DEA efficiency assessment. Therefore, these findings should not be interpreted as evidence 
of a causal relationship, but rather as a confirmation that benchmark LGs tend to achieve better 
outcomes relative to their expenditure levels, which is precisely what defines their efficiency 
status within the model. 
 
 
5. Conclusion and discussion 
 
This study provides a comprehensive assessment of LG efficiency in the Slavonia region by 
applying a two-stage DEA model to 127 cities and municipalities. In the first stage, an input-
oriented BCC model was used to evaluate relative efficiency under variable returns to scale. In 
the second stage, a super-efficiency model was applied to establish a full efficiency ranking, 
identify benchmark units, and enable subsequent clustering of LGs based on performance. The 
analysis was first conducted on the full sample of all LGs in Slavonia, and then separately for 
cities and for municipalities, allowing for structural differences between these two categories 
to be accounted for in the interpretation of efficiency patterns. 
The analysis reveals that efficiency is not determined solely by LG type, size, or absolute 
spending, but by the ability to convert available financial resources into meaningful, multi-
dimensional development outcomes. Benchmark LGs demonstrate that high performance is 
achievable even under structural and fiscal constraints. The municipalities of Čeminac, Klakar, 
and Punitovci emerge as particularly notable examples. Their ability to achieve and sustain 
benchmark status in both the full sample and the municipal-only analysis reveals that smaller, 
rural LGs can achieve outstanding results when expenditures are well-aligned with local needs 
and governance capacities. In addition, the City of Osijek – despite being the largest and most 
resource-endowed LG in the region – also appears as a benchmark unit in both the full sample 
and the city-only subset. While its inclusion may be less surprising given its scale and 
institutional capacity, it reinforces the internal validity of the efficiency model and suggests that 
even large urban LGs can maintain high levels of efficiency when resources are strategically 
managed. 
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identify benchmark units, and enable subsequent clustering of LGs based on performance. The 
analysis was first conducted on the full sample of all LGs in Slavonia, and then separately for 
cities and for municipalities, allowing for structural differences between these two categories 
to be accounted for in the interpretation of efficiency patterns. 
The analysis reveals that efficiency is not determined solely by LG type, size, or absolute 
spending, but by the ability to convert available financial resources into meaningful, multi-
dimensional development outcomes. Benchmark LGs demonstrate that high performance is 
achievable even under structural and fiscal constraints. The municipalities of Čeminac, Klakar, 
and Punitovci emerge as particularly notable examples. Their ability to achieve and sustain 
benchmark status in both the full sample and the municipal-only analysis reveals that smaller, 
rural LGs can achieve outstanding results when expenditures are well-aligned with local needs 
and governance capacities. In addition, the City of Osijek – despite being the largest and most 
resource-endowed LG in the region – also appears as a benchmark unit in both the full sample 
and the city-only subset. While its inclusion may be less surprising given its scale and 
institutional capacity, it reinforces the internal validity of the efficiency model and suggests that 
even large urban LGs can maintain high levels of efficiency when resources are strategically 
managed. 

Importantly, the findings confirm a key principle of DEA methodology: efficiency is not about 
minimizing spending, but about maximizing the impact of that spending. Benchmark units 
demonstrated the ability to generate stronger development outcomes – such as higher rates of 
tertiary level education attendance, enhanced economic performance, broader internet access, 
and greater voter turnout – relative to their budgetary inputs. These results align with the 
objectives of the SDGs, particularly those related to inclusive development, sustainability, 
digital infrastructure, and participatory governance. 
 
By focusing on the local level within a single, structurally challenged region, this study fills a 
critical gap in Croatian efficiency research, which has traditionally emphasized county-level 
analysis. The approach provides a granular understanding of public sector performance and can 
support targeted, evidence-based interventions. Furthermore, it demonstrates the relevance and 
applicability of DEA in evaluating multidimensional community development outcomes at the 
local level. 
 
These findings have several policy implications. First, benchmark LGs should be actively 
promoted as reference models in the design of capacity-building initiatives, peer learning 
networks, and development planning. National and regional authorities can use these cases to 
identify good practices and adapt them to other local contexts. Second, development funding – 
particularly from the EU structural and investment funds – should be more strategically aligned 
with performance indicators, incentivizing LGs to focus not only on funding absorption but on 
measurable developmental impact. Third, technical assistance and strategic planning support 
should be concentrated in low-performing LGs, where capacity gaps are most likely to hinder 
efficient resource utilization. Finally, this study reinforces the need for performance-based 
monitoring systems at the local level, which evaluate not only the volume of expenditures, but 
also the quality and sustainability of their outcomes. 
 
This study is not without limitations. The selection of output indicators was constrained by data 
availability, focusing on those that are quantifiable and comparable across all LGs. As such, 
important qualitative aspects – such as service quality, citizen satisfaction, or administrative 
innovation – could not be captured. DEA results are also sensitive to variable selection and may 
reflect context-specific relationships that limit broader generalization. While the analysis offers 
valuable insights into one macro-region, findings may not be directly transferable to other parts 
of Croatia or different institutional settings. Future research could address these limitations by 
incorporating richer datasets, longitudinal analysis, or mixed-method approaches that 
triangulate efficiency scores with qualitative governance factors. 
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APPENDIX 

Table A1: DEA results – all LGs 

LG name LG type (c-city; m-municipality) Efficiency level Efficiency cluster 
Čeminac m Benchmark 1 - Benchmark 

Klakar m Benchmark 1 - Benchmark 
Punitovci m Benchmark 1 - Benchmark 

Osijek c Benchmark 1 - Benchmark 
Borovo m 4.9749 2 - Super efficient 

Antunovac m 3.4331 2 - Super efficient 
Virovitica c 2.9471 2 - Super efficient 

Đakovo c 1.8154 2 - Super efficient 
Vinkovci c 1.7391 2 - Super efficient 

Negoslavci m 1.4655 2 - Super efficient 
Levanjska Varoš m 1.3418 2 - Super efficient 

Jarmina m 1.3410 2 - Super efficient 
Drenje m 1.2159 2 - Super efficient 

Pitomača m 1.1882 2 - Super efficient 
Čepin m 1.1642 2 - Super efficient 
Vuka m 1.1087 2 - Super efficient 

Gornja Vrba m 1.1039 2 - Super efficient 
Štitar m 1.1011 2 - Super efficient 
Bilje m 1.0858 2 - Super efficient 

Mikleuš m 1.0760 2 - Super efficient 
Podravska Moslavina m 1.0724 2 - Super efficient 

Dragalić m 1.0466 2 - Super efficient 
Zdenci m 1.0373 2 - Super efficient 
Požega c 1.0316 2 - Super efficient 

Vođinci m 1.0037 2 - Super efficient 
Stara Gradiška m 0.9986 3 - Moderate 

Nuštar m 0.9764 3 - Moderate 
Donja Motičina m 0.9678 3 - Moderate 

Županja c 0.9552 3 - Moderate 
Bogdanovci m 0.9422 3 - Moderate 

Jakšić m 0.9388 3 - Moderate 
Feričanci m 0.9193 3 - Moderate 
Bukovlje m 0.9125 3 - Moderate 
Viškovci m 0.9098 3 - Moderate 

Donji Miholjac c 0.9092 3 - Moderate 
Oprisavci m 0.9071 3 - Moderate 

Lovas m 0.8929 3 - Moderate 
Tompojevci m 0.8842 3 - Moderate 

Bošnjaci m 0.8762 3 - Moderate 
Trnava m 0.8687 3 - Moderate 

Ivankovo m 0.8327 3 - Moderate 
Slavonski Brod c 0.8101 3 - Moderate 

Gradina m 0.7920 3 - Moderate 
Davor m 0.7908 3 - Moderate 

Gornji Bogićevci m 0.7906 3 - Moderate 
Gorjani m 0.7870 3 - Moderate 

Velika Kopanica m 0.7846 3 - Moderate 
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APPENDIX 

Table A1: DEA results – all LGs 

LG name LG type (c-city; m-municipality) Efficiency level Efficiency cluster 
Čeminac m Benchmark 1 - Benchmark 

Klakar m Benchmark 1 - Benchmark 
Punitovci m Benchmark 1 - Benchmark 

Osijek c Benchmark 1 - Benchmark 
Borovo m 4.9749 2 - Super efficient 

Antunovac m 3.4331 2 - Super efficient 
Virovitica c 2.9471 2 - Super efficient 

Đakovo c 1.8154 2 - Super efficient 
Vinkovci c 1.7391 2 - Super efficient 

Negoslavci m 1.4655 2 - Super efficient 
Levanjska Varoš m 1.3418 2 - Super efficient 

Jarmina m 1.3410 2 - Super efficient 
Drenje m 1.2159 2 - Super efficient 

Pitomača m 1.1882 2 - Super efficient 
Čepin m 1.1642 2 - Super efficient 
Vuka m 1.1087 2 - Super efficient 

Gornja Vrba m 1.1039 2 - Super efficient 
Štitar m 1.1011 2 - Super efficient 
Bilje m 1.0858 2 - Super efficient 

Mikleuš m 1.0760 2 - Super efficient 
Podravska Moslavina m 1.0724 2 - Super efficient 

Dragalić m 1.0466 2 - Super efficient 
Zdenci m 1.0373 2 - Super efficient 
Požega c 1.0316 2 - Super efficient 

Vođinci m 1.0037 2 - Super efficient 
Stara Gradiška m 0.9986 3 - Moderate 

Nuštar m 0.9764 3 - Moderate 
Donja Motičina m 0.9678 3 - Moderate 

Županja c 0.9552 3 - Moderate 
Bogdanovci m 0.9422 3 - Moderate 

Jakšić m 0.9388 3 - Moderate 
Feričanci m 0.9193 3 - Moderate 
Bukovlje m 0.9125 3 - Moderate 
Viškovci m 0.9098 3 - Moderate 

Donji Miholjac c 0.9092 3 - Moderate 
Oprisavci m 0.9071 3 - Moderate 

Lovas m 0.8929 3 - Moderate 
Tompojevci m 0.8842 3 - Moderate 

Bošnjaci m 0.8762 3 - Moderate 
Trnava m 0.8687 3 - Moderate 

Ivankovo m 0.8327 3 - Moderate 
Slavonski Brod c 0.8101 3 - Moderate 

Gradina m 0.7920 3 - Moderate 
Davor m 0.7908 3 - Moderate 

Gornji Bogićevci m 0.7906 3 - Moderate 
Gorjani m 0.7870 3 - Moderate 

Velika Kopanica m 0.7846 3 - Moderate 

LG name LG type (c-city; m-municipality) Efficiency level Efficiency cluster 
Tordinci m 0.7759 3 - Moderate 

Marijanci m 0.7706 3 - Moderate 
Crnac m 0.7649 3 - Moderate 
Lukač m 0.7642 3 - Moderate 

Petlovac m 0.7607 3 - Moderate 
Podgorač m 0.7604 3 - Moderate 

Đurđenovac m 0.7348 3 - Moderate 
Gundinci m 0.7324 3 - Moderate 

Vrbje m 0.7289 3 - Moderate 
Trpinja m 0.7199 3 - Moderate 
Slatina c 0.7040 3 - Moderate 

Čačinci m 0.6965 3 - Moderate 
Donji Andrijevci m 0.6822 3 - Moderate 

Suhopolje m 0.6779 3 - Moderate 
Viljevo m 0.6603 3 - Moderate 

Darda m 0.6574 3 - Moderate 
Našice c 0.6552 3 - Moderate 

Okučani m 0.6507 3 - Moderate 
Valpovo c 0.6505 3 - Moderate 

Vladislavci m 0.6479 3 - Moderate 
Petrijevci m 0.6387 3 - Moderate 

Sibinj m 0.6325 3 - Moderate 
Sikirevci m 0.6321 3 - Moderate 

Velika m 0.6311 3 - Moderate 
Tovarnik m 0.6311 3 - Moderate 

Ernestinovo m 0.6289 3 - Moderate 
Stari Mikanovci m 0.6213 3 - Moderate 

Markušica m 0.6155 3 - Moderate 
Gunja m 0.6152 3 - Moderate 

Gradište m 0.6052 3 - Moderate 
Nova Gradiška c 0.6026 3 - Moderate 

Slavonski Šamac m 0.5995 4 - Low 
Staro Petrovo Selo m 0.5989 4 - Low 

Špišić Bukovica m 0.5984 4 - Low 
Rešetari m 0.5962 4 - Low 

Nova Kapela m 0.5953 4 - Low 
Popovac m 0.5867 4 - Low 

Belišće c 0.5861 4 - Low 
Kaptol m 0.5830 4 - Low 

Bizovac m 0.5826 4 - Low 
Šodolovci m 0.5813 4 - Low 

Sopje m 0.5601 4 - Low 
Garčin m 0.5601 4 - Low 

Erdut m 0.5586 4 - Low 
Čađavica m 0.5582 4 - Low 

Satnica Đakovačka m 0.5545 4 - Low 
Otok c 0.5495 4 - Low 
Draž m 0.5469 4 - Low 

Brestovac m 0.5452 4 - Low 
Voćin m 0.5389 4 - Low 
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LG name LG type (c-city; m-municipality) Efficiency level Efficiency cluster 
Čaglin m 0.5361 4 - Low 

Semeljci m 0.5354 4 - Low 
Koška m 0.5293 4 - Low 

Oriovac m 0.5277 4 - Low 
Cerna m 0.5165 4 - Low 

Jagodnjak m 0.5143 4 - Low 
Andrijaševci m 0.5018 4 - Low 
Podcrkavlje m 0.4981 4 - Low 

Cernik m 0.4937 4 - Low 
Privlaka m 0.4887 4 - Low 
Vukovar c 0.4869 4 - Low 
Bebrina m 0.4734 4 - Low 

Pleternica c 0.4678 4 - Low 
Pakrac c 0.4594 4 - Low 

Drenovci m 0.4557 4 - Low 
Nova Bukovica m 0.4552 4 - Low 

Kutjevo c 0.4250 4 - Low 
Vrpolje m 0.4240 4 - Low 

Orahovica c 0.4186 4 - Low 
Kneževi Vinogradi m 0.4174 4 - Low 

Nijemci m 0.4098 4 - Low 
Strizivojna m 0.3794 4 - Low 

Stari Jankovci m 0.3715 4 - Low 
Vrbanja m 0.3709 4 - Low 

Beli Manastir c 0.3641 4 - Low 
Babina Greda m 0.3604 4 - Low 
Magadenovac m 0.3556 4 - Low 

Ilok c 0.2973 4 - Low 
Lipik c 0.2516 4 - Low 

Brodski Stupnik m 0.2091 4 - Low 
  

Source: Author 

Table A2: DEA results – cities 

City Efficiency level Efficiency cluster 
Orahovica Benchmark 1 - Benchmark 

Osijek Benchmark 1 - Benchmark 
Otok Benchmark 1 - Benchmark 

Vinkovci Benchmark 1 - Benchmark 
Virovitica Benchmark 1 - Benchmark 

Đakovo 1.8154 2 - Super efficient 
Donji Miholjac 1.7002 2 - Super efficient 

Županja 1.4316 2 - Super efficient 
Slatina 1.2561 2 - Super efficient 

Kutjevo 1.2419 2 - Super efficient 
Valpovo 1.2185 2 - Super efficient 

Požega 1.1377 2 - Super efficient 
Pakrac 0.9514 3 - Moderate 

Nova Gradiška 0.9067 3 - Moderate 
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LG name LG type (c-city; m-municipality) Efficiency level Efficiency cluster 
Čaglin m 0.5361 4 - Low 

Semeljci m 0.5354 4 - Low 
Koška m 0.5293 4 - Low 

Oriovac m 0.5277 4 - Low 
Cerna m 0.5165 4 - Low 

Jagodnjak m 0.5143 4 - Low 
Andrijaševci m 0.5018 4 - Low 
Podcrkavlje m 0.4981 4 - Low 

Cernik m 0.4937 4 - Low 
Privlaka m 0.4887 4 - Low 
Vukovar c 0.4869 4 - Low 
Bebrina m 0.4734 4 - Low 

Pleternica c 0.4678 4 - Low 
Pakrac c 0.4594 4 - Low 

Drenovci m 0.4557 4 - Low 
Nova Bukovica m 0.4552 4 - Low 

Kutjevo c 0.4250 4 - Low 
Vrpolje m 0.4240 4 - Low 

Orahovica c 0.4186 4 - Low 
Kneževi Vinogradi m 0.4174 4 - Low 

Nijemci m 0.4098 4 - Low 
Strizivojna m 0.3794 4 - Low 

Stari Jankovci m 0.3715 4 - Low 
Vrbanja m 0.3709 4 - Low 

Beli Manastir c 0.3641 4 - Low 
Babina Greda m 0.3604 4 - Low 
Magadenovac m 0.3556 4 - Low 

Ilok c 0.2973 4 - Low 
Lipik c 0.2516 4 - Low 

Brodski Stupnik m 0.2091 4 - Low 
  

Source: Author 

Table A2: DEA results – cities 

City Efficiency level Efficiency cluster 
Orahovica Benchmark 1 - Benchmark 

Osijek Benchmark 1 - Benchmark 
Otok Benchmark 1 - Benchmark 

Vinkovci Benchmark 1 - Benchmark 
Virovitica Benchmark 1 - Benchmark 

Đakovo 1.8154 2 - Super efficient 
Donji Miholjac 1.7002 2 - Super efficient 

Županja 1.4316 2 - Super efficient 
Slatina 1.2561 2 - Super efficient 

Kutjevo 1.2419 2 - Super efficient 
Valpovo 1.2185 2 - Super efficient 

Požega 1.1377 2 - Super efficient 
Pakrac 0.9514 3 - Moderate 

Nova Gradiška 0.9067 3 - Moderate 

City Efficiency level Efficiency cluster 
Našice 0.8956 3 - Moderate 

Slavonski Brod 0.8158 3 - Moderate 
Ilok 0.7933 3 - Moderate 

Pleternica 0.7491 3 - Moderate 
Belišće 0.6677 3 - Moderate 

Lipik 0.5595 4 - Low 
Vukovar 0.5224 4 - Low 

Beli Manastir 0.4865 4 - Low 
 

Source: Author 

 
Table A3: DEA results – municipalities 

 
Municipality Efficiency level Efficiency cluster 

Antunovac Benchmark 1  - Benchmark 
Bilje Benchmark 1  - Benchmark 

Borovo Benchmark 1  - Benchmark 
Čeminac Benchmark 1  - Benchmark 

Čepin Benchmark 1  - Benchmark 
Ivankovo Benchmark 1  - Benchmark 

Klakar Benchmark 1  - Benchmark 
Pitomača Benchmark 1  - Benchmark 
Punitovci Benchmark 1  - Benchmark 

Nuštar 1.6262 2 - Super efficient 
Negoslavci 1.4655 2 - Super efficient 

Levanjska Varoš 1.3418 2 - Super efficient 
Jarmina 1.3410 2 - Super efficient 
Drenje 1.2986 2 - Super efficient 

Gornja Vrba 1.1151 2 - Super efficient 
Vuka 1.1087 2 - Super efficient 
Štitar 1.1011 2 - Super efficient 

Mikleuš 1.0760 2 - Super efficient 
Podravska Moslavina 1.0724 2 - Super efficient 

Zdenci 1.0685 2 - Super efficient 
Dragalić 1.0466 2 - Super efficient 
Vođinci 1.0037 2 - Super efficient 

Stara Gradiška 0.9986 3 - Moderate 
Jakšić 0.9883 3 - Moderate 

Donja Motičina 0.9678 3 - Moderate 
Bogdanovci 0.9422 3 - Moderate 

Bukovlje 0.9386 3 - Moderate 
Feričanci 0.9193 3 - Moderate 
Bošnjaci 0.9122 3 - Moderate 
Viškovci 0.9098 3 - Moderate 

Oprisavci 0.9071 3 - Moderate 
Lovas 0.8929 3 - Moderate 
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Municipality Efficiency level Efficiency cluster 
Tompojevci 0.8842 3 - Moderate 

Trnava 0.8687 3 - Moderate 
Davor 0.8677 3 - Moderate 
Darda 0.8440 3 - Moderate 

Đurđenovac 0.8385 3 - Moderate 
Trpinja 0.8242 3 - Moderate 

Gradina 0.7920 3 - Moderate 
Gornji Bogićevci 0.7906 3 - Moderate 

Gorjani 0.7870 3 - Moderate 
Velika Kopanica 0.7846 3 - Moderate 

Tordinci 0.7759 3 - Moderate 
Lukač 0.7758 3 - Moderate 

Suhopolje 0.7717 3 - Moderate 
Marijanci 0.7706 3 - Moderate 

Crnac 0.7649 3 - Moderate 
Petlovac 0.7607 3 - Moderate 

Podgorač 0.7604 3 - Moderate 
Erdut 0.7437 3 - Moderate 

Gundinci 0.7324 3 - Moderate 
Vrbje 0.7289 3 - Moderate 

Čačinci 0.6965 3 - Moderate 
Velika 0.6956 3 - Moderate 

Donji Andrijevci 0.6897 3 - Moderate 
Viljevo 0.6603 3 - Moderate 

Tovarnik 0.6595 3 - Moderate 
Sibinj 0.6518 3 - Moderate 

Okučani 0.6507 3 - Moderate 
Vladislavci 0.6479 3 - Moderate 

Petrijevci 0.6427 3 - Moderate 
Gradište 0.6351 3 - Moderate 

Gunja 0.6325 3 - Moderate 
Rešetari 0.6324 3 - Moderate 

Sikirevci 0.6321 3 - Moderate 
Ernestinovo 0.6300 3 - Moderate 

Stari Mikanovci 0.6293 3 - Moderate 
Staro Petrovo Selo 0.6168 3 - Moderate 

Markušica 0.6155 3 - Moderate 
Špišić Bukovica 0.6145 3 - Moderate 

Bizovac 0.6064 3 - Moderate 
Slavonski Šamac 0.5995 4 - Low 

Nova Kapela 0.5979 4 - Low 
Garčin 0.5914 4 - Low 

Popovac 0.5867 4 - Low 
Kaptol 0.5830 4 - Low 

Šodolovci 0.5813 4 - Low 
Oriovac 0.5680 4 - Low 
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Municipality Efficiency level Efficiency cluster 
Tompojevci 0.8842 3 - Moderate 

Trnava 0.8687 3 - Moderate 
Davor 0.8677 3 - Moderate 
Darda 0.8440 3 - Moderate 

Đurđenovac 0.8385 3 - Moderate 
Trpinja 0.8242 3 - Moderate 

Gradina 0.7920 3 - Moderate 
Gornji Bogićevci 0.7906 3 - Moderate 

Gorjani 0.7870 3 - Moderate 
Velika Kopanica 0.7846 3 - Moderate 

Tordinci 0.7759 3 - Moderate 
Lukač 0.7758 3 - Moderate 

Suhopolje 0.7717 3 - Moderate 
Marijanci 0.7706 3 - Moderate 

Crnac 0.7649 3 - Moderate 
Petlovac 0.7607 3 - Moderate 

Podgorač 0.7604 3 - Moderate 
Erdut 0.7437 3 - Moderate 

Gundinci 0.7324 3 - Moderate 
Vrbje 0.7289 3 - Moderate 

Čačinci 0.6965 3 - Moderate 
Velika 0.6956 3 - Moderate 

Donji Andrijevci 0.6897 3 - Moderate 
Viljevo 0.6603 3 - Moderate 

Tovarnik 0.6595 3 - Moderate 
Sibinj 0.6518 3 - Moderate 

Okučani 0.6507 3 - Moderate 
Vladislavci 0.6479 3 - Moderate 

Petrijevci 0.6427 3 - Moderate 
Gradište 0.6351 3 - Moderate 

Gunja 0.6325 3 - Moderate 
Rešetari 0.6324 3 - Moderate 

Sikirevci 0.6321 3 - Moderate 
Ernestinovo 0.6300 3 - Moderate 

Stari Mikanovci 0.6293 3 - Moderate 
Staro Petrovo Selo 0.6168 3 - Moderate 

Markušica 0.6155 3 - Moderate 
Špišić Bukovica 0.6145 3 - Moderate 

Bizovac 0.6064 3 - Moderate 
Slavonski Šamac 0.5995 4 - Low 

Nova Kapela 0.5979 4 - Low 
Garčin 0.5914 4 - Low 

Popovac 0.5867 4 - Low 
Kaptol 0.5830 4 - Low 

Šodolovci 0.5813 4 - Low 
Oriovac 0.5680 4 - Low 

Municipality Efficiency level Efficiency cluster 
Sopje 0.5601 4 - Low 

Čađavica 0.5582 4 - Low 
Satnica Đakovačka 0.5545 4 - Low 

Cerna 0.5524 4 - Low 
Draž 0.5469 4 - Low 

Brestovac 0.5452 4 - Low 
Semeljci 0.5426 4 - Low 

Voćin 0.5389 4 - Low 
Čaglin 0.5361 4 - Low 
Koška 0.5308 4 - Low 

Andrijaševci 0.5303 4 - Low 
Cernik 0.5224 4 - Low 

Jagodnjak 0.5143 4 - Low 
Privlaka 0.5025 4 - Low 

Podcrkavlje 0.4981 4 - Low 
Drenovci 0.4927 4 - Low 

Bebrina 0.4734 4 - Low 
Nijemci 0.4565 4 - Low 

Nova Bukovica 0.4552 4 - Low 
Kneževi Vinogradi 0.4457 4 - Low 

Vrpolje 0.4289 4 - Low 
Stari Jankovci 0.3895 4 - Low 

Strizivojna 0.3794 4 - Low 
Vrbanja 0.3750 4 - Low 

Babina Greda 0.3618 4 - Low 
Magadenovac 0.3556 4 - Low 

Brodski Stupnik 0.2091 4 - Low 
 

Source: Author 
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BRIDGING THE GAP TO I4.0: READINESS OF THE DANUBE 

REGION WOOD INDUSTRY 
 
 

ABSTRACT 
 

Industry 4.0 (I4.0) is fundamentally transforming manufacturing by integrating advanced 
digital technologies, automation, and data exchange, thereby enhancing industrial innovation, 
efficiency, and sustainability. The wood industry, as a cornerstone of the Danube Region’s 
economy and a key player in the circular bioeconomy, faces unique challenges and 
opportunities in this transition. This study addresses a critical research gap by examining the 
readiness of the Danube Region’s wood industry for the adoption of I4.0 standards, with a 
particular focus on Croatia. The research is significant for both science and practice: it 
provides empirical insights into stakeholder capacities, involvement, and perceptions of I4.0, 
and identifies actionable strategies for bridging the digital divide across countries and sectors. 
Using a standardized stakeholder assessment methodology, the study analyses 170 
organizations from 11 countries, categorizing stakeholders by influence, knowledge, interest, 
and support for I4.0 transformation. Data on Lean, Digital, and Green transformations, 
collected via structured questionnaires, reveal regional capacities and barriers to I4.0 
adoption. The findings highlight that Croatia has strong academic potential with significant 
technical expertise. However, collaboration between academia and industry remains limited, 
placing the country at a relative disadvantage compared to other regions. While regional 
development agencies and industrial clusters show enthusiasm for transformation, they often 
lack the necessary resources, training, and tools to drive change effectively. Policymakers are 
generally supportive, but sustained engagement is required to align project initiatives with 
broader national strategies. The study concludes that investments in digital infrastructure, 
targeted education-especially for micro and small enterprises-and strengthened public-private 
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BRIDGING THE GAP TO I4.0: READINESS OF THE DANUBE 

REGION WOOD INDUSTRY 
 
 

ABSTRACT 
 

Industry 4.0 (I4.0) is fundamentally transforming manufacturing by integrating advanced 
digital technologies, automation, and data exchange, thereby enhancing industrial innovation, 
efficiency, and sustainability. The wood industry, as a cornerstone of the Danube Region’s 
economy and a key player in the circular bioeconomy, faces unique challenges and 
opportunities in this transition. This study addresses a critical research gap by examining the 
readiness of the Danube Region’s wood industry for the adoption of I4.0 standards, with a 
particular focus on Croatia. The research is significant for both science and practice: it 
provides empirical insights into stakeholder capacities, involvement, and perceptions of I4.0, 
and identifies actionable strategies for bridging the digital divide across countries and sectors. 
Using a standardized stakeholder assessment methodology, the study analyses 170 
organizations from 11 countries, categorizing stakeholders by influence, knowledge, interest, 
and support for I4.0 transformation. Data on Lean, Digital, and Green transformations, 
collected via structured questionnaires, reveal regional capacities and barriers to I4.0 
adoption. The findings highlight that Croatia has strong academic potential with significant 
technical expertise. However, collaboration between academia and industry remains limited, 
placing the country at a relative disadvantage compared to other regions. While regional 
development agencies and industrial clusters show enthusiasm for transformation, they often 
lack the necessary resources, training, and tools to drive change effectively. Policymakers are 
generally supportive, but sustained engagement is required to align project initiatives with 
broader national strategies. The study concludes that investments in digital infrastructure, 
targeted education-especially for micro and small enterprises-and strengthened public-private 

partnerships are essential for accelerating I4.0 adoption and fostering sustainable, innovation-
driven development in the Danube Region. 
 
Key words: I4.0, Digitalization, Wood industry, Innovation. 
 
 
1. Introduction 
 
Industry 4.0, recognized as the Fourth Industrial Revolution, introduces a new paradigm of 
digital, autonomous, and decentralized control in manufacturing systems. This shift emphasizes 
smart manufacturing through digitization, collaboration, and automation, resulting in 
significant social, economic, and environmental benefits such as resource optimization, reduced 
environmental impact, and new employment opportunities (Hecklau et al., 2016, pp. 2–5; Sahal 
et al., 2021, p. 8). 
 
The wood industry holds a strategic role in the Danube Region and is a key contributor to the 
circular bioeconomy and regional development. However, the readiness for I4.0 transformation 
varies significantly across different sectors in the Danube Region. While Western countries 
such as Germany and Austria exhibit strong digital infrastructure and advanced workforce skills 
(Gallina et al., 2019, pp. 4–5), Eastern European countries face persistent barriers, including 
limited financial resources, skills shortages, and fragmented knowledge (The World Bank, 
2023, pp. 2–14; Maravić et al., 2022a, pp. 4–5; Zavarská, 2024, pp. 9–22).  
 
These gaps are especially evident in the wood sector, which remains rooted in traditional 
practices in many parts of the region, especially where forest resources are a key natural asset 
(Borovics & Király, 2023, p. 1; Kropivšek et al., 2019, pp. 1, 8). Overcoming these challenges 
requires training and reskilling programs to equip workers with digital competencies (Li, 2022, 
p. 8), as well as targeted policies that support sustainable production (European Commission, 
2021, pp. 3–5). 
 
This study aims to fill a notable gap in the literature on I4.0 readiness in the wood sector—
especially in Central and Eastern Europe—where comparative analyses are lacking. Practically, 
it provides valuable insights for industry stakeholders, policymakers, and regional development 
actors seeking to improve competitiveness, sustainability, and resilience. 
 
Focusing on the Danube Region, with a specific emphasis on Croatia, the study aims to: (1) 
map and analyse key stakeholders; (2) assess organizational readiness across Lean, Digital, and 
Green dimensions using the CULIS methodology; and (3) conduct a comparative analysis 
across Danube countries. This multi-dimensional and transnational approach addresses regional 
differences and the fragmented nature of existing research, offering actionable 
recommendations aligned with broader European sustainability strategies. 
 
Given the wood industry’s importance for regional economic development and bioeconomy 
goals, understanding its I4.0 readiness is both timely and strategically relevant. The core 
research problem is the lack of comparative, sector-specific insights into I4.0 readiness in the 
Danube Region’s wood sector, where industrial transformation remains uneven.  
 
The research is framed within a multi-dimensional theoretical framework combining 
stakeholder theory (Brugha & Varvasovszky, 2000, p. 1) and the CULIS methodology, 
integrating Lean, Digital, and Green transformation dimensions. This framework enables a 
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comprehensive assessment of organizational readiness while identifying key actors and their 
roles in shaping transformation dynamics. 
 
To guide the investigation, the following research questions are posed: 
 
1. Who are the key stakeholders in the wood industry’s I4.0 transformation in the Danube 

Region, and what roles do they play? 
 
2. To what extent are wood sector organizations prepared for I4.0 adoption across Lean, 

Digital, and Green dimensions? 
 
3. What are the main regional differences in I4.0 readiness within the Danube Region, 

focusing on Croatia? 
 
4. What policy and strategic measures can accelerate the digital transformation of the wood 

sector? 
 
By answering these questions, the study contributes to both theory and practice by filling 
empirical gaps, supporting evidence-based policymaking, and strengthening regional strategies 
for sustainable industrial development. 
 
 
2. Literature Review 

 
Digital Transformation in the Wood Industry: A Regional Perspective 
 
The digital transformation of the wood industry has attracted significant attention across 
Europe, particularly in the Danube region. Research highlights varying levels of technological 
adoption and challenges shaped by economic, institutional, and geographic factors. 
 
Adoption Patterns in Slovenia and Croatia 
 
In Slovenia, 67% of medium and large enterprises use digitalization elements, but micro-
enterprises progress slowly due to high costs and limited government support (Kropivšek & 
Grošelj, 2020, pp. 141–146). Cloud computing and smart applications significantly impact 
Slovenian enterprises, whereas Croatia shows slower progress in adopting advanced 
technologies like Artificial Intelligence (AI). Mladineo et al. note that Croatian digital 
transformation is evolving and builds on previous studies emphasizing lean tools for cost 
reduction, quality improvement, and resource optimization (Mladineo et al., 2024, p. 9). 
 
For instance, Hegedić et al. emphasized the importance of a tailored approach using external 
consultants, focusing on economic indicators and waste reduction, although the use of life cycle 
assessments (LCA) was limited (Hegedić et al., 2018, pp. 21–39). Maravić et al. provided more 
recent insights, showing that 33.7% of Croatian companies had just begun digitalization, 42.2% 
were partially implemented, and 20% were highly digitalized, primarily using cloud 
technologies and smart devices (Maravić et al., 2022a, p. 45). Their study also noted a gradual 
shift toward AI and Internet of Things (IoT) adoption, aligning with global standards and driven 
by motivations such as reputation and efficiency. However, the barriers have evolved from 
technical to more complex organizational and cultural challenges, highlighting the versatile 
nature of digital transformation. 
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shift toward AI and Internet of Things (IoT) adoption, aligning with global standards and driven 
by motivations such as reputation and efficiency. However, the barriers have evolved from 
technical to more complex organizational and cultural challenges, highlighting the versatile 
nature of digital transformation. 

Challenges in Central and Eastern Europe 
 
Austria is exploring I4.0 technologies in its forestry and wood sector, though specific strategies 
for the timber sector are not well-documented (Hölzl et al., 2019, p. 8). In Hungary, small and 
medium-sized enterprises (SMEs) face constraints due to limited internal resources, such as 
human capital and financial resources, and external factors like market failures and intense 
competition, but government initiatives like "I4.0 Sample Factories" and the "Digital Welfare 
Financial Programme" offer support (Endrodi-Kovács & Stukovszky, 2022, pp. 139, 146).  
 
Romania benefits from abundant raw materials, low labour costs, and high technical 
qualifications while Bulgaria struggles with low labour  productivity-over four times 
lower  than the EU average-highlighting  the need for digital transformation to enhance 
efficiency (Grzegorzewska & Sedliačiková, 2021, p. 13).  
 
Across the region, foreign direct investment (FDI) plays a pivotal role in economic 
development, particularly in IT and software services. Romania, Hungary, Czechia, and 
Bulgaria have been top recipients of FDI projects in this sector, with Romania experiencing 
rapid IT sector growth since 2014 (Zavarská, 2024, pp. 17–18). Although digital readiness 
differs from country to country, FDI consistently helps drive the adoption of new technologies. 
 
Institutional and Educational Barriers 
 
In Ukraine, the wood processing and furniture manufacturing sector faces challenges related to 
mechanization, automation, and computerization, which increasingly require specific skills 
with high technical and ICT proficiency. This poses a challenge for vocational education and 
training (VET) systems to provide these skills. Moreover, English language skills are a 
prerequisite for most digital learning, yet the current allocation of hours for English language 
instruction is insufficient, and there is a need for upskilling teachers' knowledge in professional 
terminology (Mereuta et al., 2021, pp. 5–8).  
 
Moldova faces similar challenges in digital transformation, primarily due to limited institutional 
capacities for promoting research and innovation. However, supporting the internationalization 
of Moldovan SMEs through digital transformation could increase their competitiveness and 
market access, aligning with broader regional efforts to enhance economic development (United 
Nations Industrial Development Organization, 2020, pp. 9, 30).  
 
Regional Collaboration and Infrastructure 
 
Croatia's geographic position offers unique opportunities for collaboration with non-EU 
countries like Serbia and Bosnia and Herzegovina, as part of a broader regional effort to 
improve cohesion among developed and less developed countries in the Danube Region, which 
is crucial for enhancing competitiveness and cooperation (Lianu & Gudei, 2017, p. 249).  
 
Croatia's participation in European Digital Infrastructure Consortiums (EDICs), which involve 
cross-country collaboration, demonstrates its commitment to regional digital initiatives, 
facilitating knowledge sharing with non-EU countries and fostering economic growth and 
sustainable development in the region (European Commission, 2024, p. 28). Hecklau et al. 
emphasize the development of competencies for managing big data and cybersecurity. Since 
then, the focus has broadened to a more holistic approach that emphasizes collaboration among 
academia, industry, and non-governmental organizations (NGOs). Their study also underscores 
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the need to attract a skilled workforce, promote ongoing education, and strategically coordinate 
stakeholder groups to achieve long-term sustainability (DRWO4.0 Project Website, n.d.; 
Hecklau et al., 2016, pp. 1–6). 
 
Research Gaps and This Study’s Contribution 
 
Although prior work effectively maps regional disparities and the role of FDI, few studies 
holistically examine the institutional, economic, and educational drivers of digitalization in the 
wood industry. This paper addresses this gap by exploring synergies between lean management, 
green practices, and I4.0 adoption, with special emphasis on stakeholder collaboration and 
policy frameworks to provide a comprehensive understanding of transformation dynamics in 
the Danube region. 
 
 
3. Methodology  
 
The methodological approach addresses key aspects of wood industry transformation towards 
I4.0 standards through three main components: stakeholder mapping, assessment of 
transformation capacities, and comparative analysis of Danube region countries. The study, 
conducted over 4 months from June 2024 until the end of September 2024, involved 170 
organizations from 11 countries: Croatia, Austria, Slovenia, Hungary, Bosnia and Herzegovina, 
Serbia, Romania, Bulgaria, Moldova, Czech Republic, and Ukraine —out of a total of 314 
mapped stakeholders (Table 1). These organizations were selected based on their specific roles 
in wood sector and their potential to adopt I4.0 technologies. 
 

Table 1: Mapped Stakeholders by Country 
 
No Country Total 
1 Croatia 55 
2 Bulgaria 45 
3 Moldova 42 
4 Ukraine 32 
5 Czech Republic 30 
6 Serbia 29 
7 Slovenia 19 
8 Hungary 19 
9 Bosnia and Herzegovina 17 
10 Romania 16 
11 Austria 10 
 Total:                                  314 

 
Source: DRWO4.0 Project Website, n.d. 

 
A special focus was placed on the analysis of four key categories: 
 

1. Power of Influence 
Stakeholders were grouped by engagement and influence: 
1. Key Players 

Stakeholders with significant influence requiring regular consultation and active 
involvement in decision-making. 

2. Meet Their Needs 
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A special focus was placed on the analysis of four key categories: 
 

1. Power of Influence 
Stakeholders were grouped by engagement and influence: 
1. Key Players 

Stakeholders with significant influence requiring regular consultation and active 
involvement in decision-making. 

2. Meet Their Needs 

Stakeholders with high interest but lower influence, prioritized for engagement 
efforts to elevate their role. 

3. Show Consideration 
Stakeholders with influence but moderate interest, engaged through low-risk 
communication to maintain advocacy potential. 

4. Least Important 
Stakeholders requiring minimal engagement, managed via general updates (e.g., 
newsletters, social media). 
 

2. Level of Knowledge About the Issue 
The level of expertise and understanding about the problem of low application of forest-
based industry standards was evaluated, along with the stakeholders’ readiness to apply 
existing knowledge in the context of transformation. Stakeholders were classified from 
uninformed to experts. 
 

3. Stakeholder Interest 
The degree of engagement and interest in participating in the project was analysed. 
Categories included least interested, slightly interested, moderately interested, 
interested and stakeholders with high interest and motivation to actively participate. 
 

4. Level of Support  
The level of support stakeholders provide for the transformation of the forest-based 
industry towards I4.0 was estimated, ranging from actively opposed to actively 
supportive. 

 
Table 2: Template for Stakeholder Mapping 

 
Mapped stakeholders per country 

Instituti
on 

Name 
of the Per
son 
(responsib
le  
person/ 
contact 
person) 

Stakehold
er  
Interest 
(1-5; 
1=highest
  
interest; 
5=least  
interested
) 

Power of 
Influence ( 
Key player
; 
Meet their  
needs; 
Show 
considerati
on; Least  
important) 

Level of  
Knowled
ge 
About th
e 
Issue (1= 
Uninfor
med 
2=Famili
ar 
3=Expert
) 

Level of  
support 
(1=Actively  
opposed; 
2=Somewhat oppos
ed; 3=Neutral/ 
undecided; 
4=Somewhat suppo
rtive; 5=Actively 
supportive) 

Possible  
Strategie
s for 
Engagin
g  
Stakehol
der 

Additiona
l  
Stakehold
ers 
Identified
  
by this  
Source 

 
Source: DRWO4.0 Project Website, n.d. 

 
In the first phase of the research, stakeholder mapping was conducted using a standard 
methodology for stakeholder mapping, considering their ability to contribute to the success of 
the project and their involvement in I4.0-related issues (Table 2). This phase involved desk and 
field research, and communication with local and regional stakeholders, focusing on identifying 
key stakeholders and categorizing them by: their interest in the project (rated from 1 to 5, where 
1 represents the highest interest), their power of influence (categorized as "Key Player", "Meet 
their Needs", "Show Consideration," or "Least Important"), their level of knowledge about the 
issue (from "Uninformed" to "Expert"), and their level of support (ranging from "Actively 
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Opposed" to "Actively Supportive"). These categories were developed by synthesizing 
commonly used stakeholder analysis templates.  
 
Project partners were tasked with completing the template, which also included information 
such as the institution's name, the responsible person's name, potential strategies for stakeholder 
engagement, and additional stakeholders identified through this process (Table 2). The mapped 
stakeholders included private companies, academic institutions, government agencies, clusters, 
and NGOs, providing key insights into the current state of wood industry in the Danube region 
according to I4.0 standards. 
 
In the second phase, stakeholder readiness was assessed using a structured questionnaire 
grounded in the CULIS methodology. CULIS (Continuous Lean-Digital-Green Sustainable 
Transformation) is a comprehensive strategy that guides organizations through the adoption of 
Industry 4.0 by integrating Lean, Digital, and Green transformation dimensions. At its core, 
CULIS emphasizes the pivotal role of human capital and its interaction with the environment. 
(Biondić et al., 2022, pp. 2–3).  
 
The methodology employs specific key performance indicators (KPIs) for each transformation 
dimension, enabling objective measurement of progress. The CULIS approach systematically 
addresses transformation across multiple organizational levels (country, region, enterprise, and 
individual), providing a structured framework that has demonstrated efficacy in transforming 
entire industrial sectors (Biondić et al., 2022, pp. 2–3) (Figure 1).  
 

Figure 1: CULIS platform for continuous growth and sustainable development 

 

Source: Biondić et al., 2022, p. 3 

The questionnaire enabled the classification of participants into micro, small, medium, and 
large enterprises. As a result, the analysis considers both overall scores and scores categorized 
by company  
size within the region and specific countries. The questionnaire was completed by 170 
institutions from Croatia (21), Slovenia (25), Serbia (16), Hungary (19), Ukraine (15), Moldova 
(11), Bosnia and Herzegovina (13), Czech Republic (15), Romania (11), Bulgaria (12), and 
Austria (12). (Graph 1).  
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The questionnaire examined three key dimensions of the CULIS methodology (Figure 1): 
 
1. Lean manufacturing: Assessed through 19 key questions evaluating organizations' waste 

reduction practices, resource efficiency, and continuous improvement processes. 
Fundamental Lean tools—such as 5S, Value Stream Mapping, Kaizen, SMED, and Visual 
Management—play a key role in process standardization and continuous improvement. 
(Biondić et al., 2022, pp. 1–4) 

2. Digitalization: Measured via 15 targeted questions examining the integration of 
technologies such as IoT, AI, and cloud computing in business operations to enhance 
automation and data-driven decision-making. (Biondić et al., 2022, pp. 1–4) 

3. Green manufacturing: Evaluated through 10 questions focusing on sustainable production 
practices, use of renewable energy sources, and resource management effectiveness. 
(Biondić et al., 2022, pp. 1–4) 

The Assessment was conducted using a Likert scale from 1 to 5, where descriptive ratings of 1, 
3, and 5 facilitated readiness evaluation, while scores of 2 and 4 allowed for greater precision. 
 
The third phase examined the implementation status of I4.0 technologies across Danube region 
countries through comparative analysis. Using quantitative methods, the research evaluated key 
indicators including technological infrastructure, legal frameworks, industry adoption levels, 
and educational programs. This approach identified regional best practices and collaboration 
opportunities, informing policy recommendations for both national and regional development 
strategies. The resulting data were visualized through tables and graphs to facilitate 
interpretation of key findings.  
 
 
4. Results 
 
In the initial phase of the research, stakeholder mapping was conducted across each 
participating country to identify key actors relevant to technological advancement in the forest-
based industry. The number of mapped stakeholders by country was as follows: Croatia (55), 

21
25

16
19

15
11

13
15

11 12 12

0

5

10

15

20

25

30



132 14th INTERNATIONAL SCIENTIFIC CONFERENCE

Bulgaria (45), Moldova (42), Ukraine (32), Czech Republic (30), Serbia (29), Slovenia (19), 
Hungary (19), Bosnia and Herzegovina (17), Romania (16), and Austria (10). 
 
Given the strategic importance of the wood sector in national development, as well as the 
relatively high number of mapped stakeholders, this paper places particular focus on the results 
from Croatia.   
 
In the Croatian context, the mapped stakeholders included 12 institutions from the R&D and 
education sector, 6 public service organizations, 5 NGOs, and 32 private companies. 
 
Stakeholders were categorized based on influence, knowledge about the problem of low 
application of forest-based industry standards, interest in the project, and level of support for 
the transformation of the forest-based industry towards I4.0. For each of these categories, 
graphical representations were created, clearly illustrating the distribution of stakeholders, 
enabling a deeper understanding of their positions and attitudes.  
 
Graph 2 illustrates the distribution of stakeholder influence across four categories: Key Players, 
Meet Their Needs, Show Consideration, and Least Important. Private companies 
overwhelmingly dominate the "Key Players" group, accounting for 17 out of 26 stakeholders, 
while the R&D and education sector and public service organizations each contribute 4, and 
NGOs 1. In the "Meet Their Needs" category, private companies and the R&D sector are most 
represented, with 4 and 3 stakeholders respectively. The "Show Consideration" group is again 
led by private companies (10), followed by the R&D sector (4) and public service organizations 
(2). NGOs have a modest presence across all categories, with the highest representation (2) in 
the "Least Important" group (Graph 2). 

Graph 2: Power of influence by sector 

 
 

Source: DRWO4.0 Project Website, n.d. 
 
Graph 3 presents the distribution of stakeholders’ knowledge levels regarding the low adoption 
of forest-based industry standards, categorized as Expert, Familiar, or Uninformed. Private 
companies account for the largest share of stakeholders overall, with 11 identified as experts 
and 20 as familiar with the issue. The R&D and education sector also demonstrates a high level 
of expertise, contributing 9 experts and 3 familiar stakeholders. Public service organizations 
and NGOs are less represented, but each sector includes both experts and familiar stakeholders. 
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Only two stakeholders-one from the private sector and one from NGOs-were classified as 
uninformed (Graph 3). 
 

Graph 3: Level of knowledge about the issue by sector 

 
 

Source: DRWO4.0 Project Website, n.d. 
 
Graph 4 illustrates the distribution of stakeholder interest in the transformation of the forest-
based industry, categorized into five levels: Highest Interest, Interested, Moderately Interested, 
Slightly Interested, and Least Interested. Private companies show the strongest engagement, 
leading the "Highest Interest" group with 13 stakeholders, followed by the R&D and Education 
sector with 8 and Public Service Organizations with 4. In the "Interested" category, private 
companies again dominate with 9 stakeholders, while R&D and Education and Public Service 
Organizations contribute 2 and 1, respectively. The "Moderately Interested" group consists of 
3 stakeholders from the R&D and Education Sector, 2 from NGOs, and 9 from Private 
Companies, while no Public Service Organizations are represented in this category. Only one 
stakeholder from Private Companies was categorized as "Slightly Interested," and none were 
classified as "Least Interested." (Graph 4). 
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Source: DRWO4.0 Project Website, n.d. 
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Graph 5 illustrates the level of stakeholder support for the transformation of the forest-based 
industry towards I4.0, segmented by organizational type. Private companies showed the 
strongest active support, with 11 stakeholders in the "Actively Supportive" category and 12 as 
"Somewhat Supportive." The R&D and Education sector also demonstrated a high level of 
engagement, with 6 stakeholders actively supportive and 3 somewhat supportive. Public 
Service Organizations and NGOs were less represented but still contributed to the supportive 
categories, with 3 public sector stakeholders actively supportive and 3 somewhat supportive, 
and 1 NGO in each of these groups. The "Neutral/Undecided" and "Somewhat Opposed" 
categories were mainly composed of private companies and public service organizations, while 
no sector registered any stakeholders as "Actively Opposed" (Graph 5). 
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Graph 6: Lean Grades - Croatia 

 
Source: DRWO4.0 Project Website, n.d. 

In the case of Digitalization, the results by organization size show that micro-enterprises have 
the lowest score of 2.18, while small enterprises achieve a slightly better result with 2.85. 
Medium-sized enterprises achieved the highest score among organizations, 3.02, while large 
enterprises were rated at 2.80. The highest score, 3.10, was achieved by research and higher 
education institutions (Graph 7). 
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Graph 8: Green Grades - Croatia 

 
Source: DRWO4.0 Project Website, n.d. 

The insights gained from this assessment serve as the basis for the next phase of the research—
a comparative analysis of the current status of Danube region countries in the context of 
implementing I4.0 technologies, aiming to understand their achievements and challenges. 
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Hungary (2.83) and Bosnia and Herzegovina (2.81), while Croatia shares the most similar result 
with Romania (2.69), but overall lags behind the regional average (Table 3). 
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Graph 8: Green Grades - Croatia 
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(2.92), and Serbia (2.90) outperform Croatia. Romania (2.64), Ukraine (2.53), Bosnia and 
Herzegovina (2.51), and Hungary (2.44), show lower results, positioning Croatia in the middle 
of the ranking but still below the regional average (Table 4). 
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5. Czech Republic 1.33 2.64 3.84 N/A N/A 2.95 
6. Hungary 2.12 2.72 2.80 N/A N/A 2.44 
7. Moldova 2.77 2.57 4.80 N/A N/A 2.92 
8. Romania 1.20 2.59 4.60 N/A N/A 2.64 
9. Serbia 1.67 2.72 2.34 3.67 3.80 2.90 

10. Slovenia 2.53 2.63 3.52 3.93 N/A 3.02 
11. Ukraine 2.07 2.76 2.44 3.80 N/A 2.53 

Digital average grade for DANUBE region = 2.86 
Source: DRWO4.0 Project Website, n.d. 
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the Danube region average of 3.04. Comparing Croatia with other countries, Austria (3.46), 
Moldova (3.46), Romania (3.46), Bulgaria (3.24), Slovenia (3.18), the Czech Republic (2.99), 
Bosnia and Herzegovina (2.98), Hungary (2.98), and Serbia (2.88) perform better, while 
Ukraine (2.53) is ranked lower. (Table 5) 
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A detailed display of all results is presented in Graph 9. 
 

Graph 9: Summary of the grades by the countries in Danube region 
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The results of the analysis clearly indicate significant engagement of key Croatian stakeholders 
in aligning with the principles and requirements of I4.0. Although stakeholders from various 
sectors have demonstrated different levels of interest, knowledge, and readiness for the 
implementation of new forest-based industrial standards, there is a clear tendency towards a 
positive approach to transformation towards I4.0. 
 
 
5. Discussion 
 
Industry 4.0, first conceptualized at the German Hannover Fair in 2011, represents a 
transformative shift in industrial paradigms, empowering sectors through digitization and 
automation. It impacts product design, manufacturing processes, delivery systems, and payment 
mechanisms. Despite growing academic attention, I4.0 remains in its early implementation 
stages, presenting opportunities and challenges for businesses planning its adoption (Solikhah 
et al., 2024, p. 1). Addressing these challenges requires a multisectoral approach involving 
academia, industry, government, and civil society to create collaborative frameworks essential 
for navigating digital transformation complexities (Khan et al., 2022, p. 4). This paper set out 
to (1) identify the key stakeholders involved in the I4.0 transformation, (2) assess their levels 
of readiness and support, and (3) evaluate Croatia’s position in Lean, Green, and Digital 
maturity compared to other countries in the Danube Region. 
 
5.1. Stakeholder Landscape and Dynamics 

Stakeholder mapping across 11 Danube Region countries revealed a diverse ecosystem, with 
Croatia having the highest number of mapped actors (55). These included private companies 
(32), R&D and education institutions (12), public service organizations (6), and NGOs (5). The 
mapping process also uncovered distinct patterns of influence and support among stakeholders, 
essential for successfully driving I4.0 implementation.  
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A detailed display of all results is presented in Graph 9. 
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The dominance of private sector entities among Key Players suggests market-driven 
transformation requiring targeted strategies to address private sector priorities (Blok et al., 
2015, pp. 149, 159). Limited NGO representation highlights challenges related to legitimacy 
and funding dependence; however, strategic partnerships with influential stakeholders could 
amplify their impact (Banks et al., 2015, pp. 149–159; Biekart & Fowler, 2022, pp. 10–12) 

The R&D and Education sector demonstrates a high level of reported expertise, with 9 out of 
12 respondents (75%) categorized as experts regarding the issue of low application of forest-
based industry standards. In the case of Public Service Organizations, 4 out of 6 participants 
(67%) are classified as experts. The private sector also shows a significant proportion of experts, 
with 11 out of 31 respondents (35%) falling into this category. These results highlight the need 
for targeted knowledge-sharing initiatives, particularly to further enhance expertise within the 
private sector. 
 
Universities and technology centres play a pivotal role in facilitating knowledge transfer 
through best practices and training programs (Hofer, 2007, p. 1). Collaborative projects like 
DRWO4.0 demonstrate effective integration of academic research with industrial needs to 
enhance digital readiness across the Danube region (DRWO4.0 Project Website, n.d.). 
 
Stakeholder interest is high among R&D institutions and NGOs but fragmented within the 
private sector. Active participation significantly contributes to innovation and process 
efficiency (Mrosek et al., 2010, p. 7). Support for I4.0 transformation varies across sectors: 
R&D and education show strong backing with 9 out of 12 respondents (75% supportive), while 
the private sector demonstrates mixed commitment due to high costs and regulatory barriers. 
The absence of active opposition creates a supportive environment for strengthening support 
through focused engagement efforts (Sayem et al., 2022, pp. 12, 17, 20). 
 
These insights underscore the importance of public-private-academic collaboration. While the 
private sector is positioned to drive transformation, its uneven knowledge levels necessitate 
stronger partnerships with academia and public bodies to ensure inclusive progress. 
 
5.2. Lean, Green, and Digital 
 
Croatia demonstrates below-average performance in Lean, Digital, and Green transformation 
compared to other countries in the Danube Region. 
 
In lean transformation, Croatian organizations achieve an average score of 2.65, below the 
Danube region average of 3.00, while in digital manufacturing, the average score is 2.71 
compared to the regional average of 2.86. Green transformation records a score of 2.86, also 
below the regional average of 3.04. The research highlights that micro and small enterprises in 
Croatia lag significantly, while larger organizations and research institutions perform better, 
providing a solid foundation for further development. These results underscore the need for 
targeted investments, particularly in sectors least adapted to change, to improve overall I4.0 
readiness and ensure long-term sustainability (Maravić et al., 2022b, p. 12). 
 
A comparative analysis places Croatia in a broader regional context, emphasizing its lag in key 
areas compared to most countries in the Danube region. In lean transformation, Croatia falls 
behind leaders such as Serbia (3.35) and Slovenia (3.27). In digital manufacturing, Austria 
(3.78) and Bulgaria (3.07) are far ahead, while Croatia ranks lower. In green transformation, 
although larger organizations in Croatia achieve solid results, the country remains below the 
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regional average, falling behind Austria, Moldova, and Romania (all scoring 3.46). On the other 
hand, Croatia surpasses Ukraine (2.53) in this area (Graph 9). Mladineo et al. similarly found 
that Croatian manufacturing enterprises achieved 50% progress regarding sustainability, with 
variation between enterprises. Their research indicates that organizations with good product 
lifecycle management and environmental management standards like ISO 14001 achieved 
higher sustainability scores (Mladineo et al., 2024, p. 10). 
 
These results highlight the need for strategic investments in micro and small enterprises, while 
larger organizations and research institutions offer collaboration opportunities aimed at 
achieving regional competitiveness. Comparative data underscore the urgency of reforms to 
close the gap with leading countries in the region. Maravić et al. emphasized Croatia's lack of 
supportive national policies to stimulate technology implementation, recommending 
investments in digital infrastructure, public administration services, STEM education, digital 
skills, and regulatory modernization (Maravić et al., 2022b, p. 13) 
 
5.3. Implications and Recommendations 
 
The analysis provides clear responses to the research questions: 
 
1. Who are the key stakeholders in the wood industry’s I4.0 transformation in the Danube 

Region, and what roles do they play? 
 
Predominantly private companies, followed by R&D and public institutions. Private firms act 
as primary drivers of technological adoption, while R&D institutions provide expertise and 
innovation capacity. Public organizations offer regulatory and policy support. NGOs have a 
limited but present role, often related to sustainability and advocacy. 
 
2. To what extent are wood sector organizations prepared for I4.0 adoption across Lean, 

Digital, and Green dimensions? 
 
Croatia underperforms the regional average across all three dimensions, particularly in Lean 
and Digital transformation. Micro and small enterprises show the lowest readiness, while 
academic and research institutions perform relatively well. This unevenness highlights a need 
for targeted capacity-building and support mechanisms. 
 
3. What are the main regional differences in I4.0 readiness within the Danube Region, 

focusing on Croatia? 
 
Croatia lags behind leading countries such as Austria, Slovenia, Serbia and Bulgaria, especially 
in Lean and Digital capabilities. Austria ranks highest in Digital and Green transformation, 
while Serbia and Bulgaria show strong Lean adoption. These differences reflect varying levels 
of policy support, infrastructure investment, and enterprise innovation culture across the region. 
Croatia’s underutilized academic excellence and supportive stakeholder environment offer a 
strategic opportunity for catching up. 
 
4. What policy and strategic measures can accelerate the digital transformation of the wood 

sector? 
 
To bridge existing gaps and support I4.0 integration in the forest-based industry, a multi-level 
strategy is advised: 
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6. Limitations  
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provide a more comprehensive understanding of how readiness evolves over time and how 
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specific considerations into broader I4.0 adoption frameworks to effectively address these 
challenges. 
 
By acknowledging these limitations, this study provides a foundation for more targeted future 
research that addresses methodological gaps, explores longitudinal trends, and develops sector-
specific strategies for I4.0 adoption in the forest-based industries. 
 
 
7. Conclusion 
 
This study examined the readiness of the Danube region’s wood industry for I4.0, focusing on 
Croatia. It revealed a stakeholder landscape led by the private sector and supported by R&D 
and education institutions, while NGOs remain underutilized. Croatia lags behind regional 
averages in Lean, Digital, and Green transformation, especially among micro and small 
enterprises. 
 
With strong academic capacity and a supportive stakeholder environment, Croatia has a unique 
opportunity to accelerate digital transformation. Bridging the gap between research and 
industry, supporting SMEs, and reinforcing policy frameworks are essential. 
 
A coordinated, multi-stakeholder approach—anchored by institutions like the Competence 
Centre—can foster innovation, competitiveness, and sustainability in Croatia’s forest-based 
industry to meet I4.0 demands. 
 
Further research should explore longitudinal data to track I4.0 adoption in the wood sector. 
Comparative studies across regions or industries could identify success factors. Qualitative 
insights from SME managers and policymakers would deepen understanding of barriers and 
incentives. Future work could also examine the role of AI and IoT’s role in transforming supply 
chains, sustainability, and workforce skills. 
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ABSTRACT 
 

Entrepreneurial intentions are a very important factor in predicting the future behavior of 
youths, especially with regard to their willingness to start a new business. One of the most 
interesting bases for such an investigation is Ajzen's theory of planned behavior (TPB). 
Although much research has been conducted based on the TPB, there is still a need for 
research on other factors that may influence the entrepreneurial intention of youths. One of 
these factors is cultural and religious background and environment. In this study, we want to 
investigate these aspects in more detail. Culture and religion are an important aspect of 
social life that can significantly influence various behaviors, including the entrepreneurial 
intentions of young people. This paper examines the influence of religious beliefs, values and 
rituals on young people's entrepreneurial intentions. The research was conducted online in 
2024 and 2025. The final research results represent a sample of more than 150 respondents 
from different countries, including Croatia, Bosnia and Herzegovina and Serbia, especially 
those whose behavior and entrepreneurial intentions are potentially influenced by three 
different religions. Four hypotheses were tested to further investigate the relationship 
between religion and entrepreneurship. The data analysis included a Principal Components 
Analysis (PCA) with Varimax rotation, which was performed to assess the factor structure. In 
addition, Spearman correlation analysis, regression analysis and the Kruskal-Wallis test were 
used, while homoscedasticity and autocorrelation were examined using correlation analysis 
and the Durbin-Watson test. The research findings suggest that religious beliefs can have a 
positive influence on entrepreneurial intentions, with respondents who practiced religious 
rituals and attached importance to religious values showing a greater willingness to engage 
in entrepreneurial activity. The study also found differences in the entrepreneurial intentions 
of respondents from different cultural and religious backgrounds. The main limitation of the 
study is the relatively limited number of respondents from the three Balkan countries. 
 
Key words: Entrepreneurial Intentions, Cultural Differences, Students, Theory of Planned  
                  Behavior. 
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1. Introduction 
 
Research on entrepreneurial intentions, i.e. the desires or intentions of individuals to start their 
own business, is becoming increasingly important to understand the future entrepreneurial 
potential of individuals (Zovko et al, 2020; Esfandiar et al, 2019; Adamu and Mansur, 2018; 
Fayolle & Liñán, 2014; Bilić at al, 2011). Most of this research was based on Ajzen's (1991) 
theory of planned behaviour, which is based on psychological factors such as attitudes, social 
norms and perceived sense of control, as well as other factors that trigger entrepreneurial 
events (Shapero and Sokol, 1982), or on models of entrepreneurial intentions (Krueger et al., 
2000). In addition, entrepreneurship research has focused on understanding entrepreneurs and 
finding ways to identify potential entrepreneurs (Carsrud & Brännback, 2014). 
 
Moreover, most previous research has focused on entrepreneurial intention while neglecting 
religious and cultural aspects. Some religions promote desirable characteristics of 
entrepreneurs such as work ethic, thrift, and initiative. The Protestant ethic (Weber in Kalberg 
2012) is characterised by work ethic, responsibility and rationality, while some religions 
emphasise the importance of modesty, satisfaction with the status quo and togetherness 
(Anwar and Abdullah, 2021). Religion and religiosity are believed to influence or motivate 
followers in their entrepreneurial behaviour (Adamu and Mansur, 2018) and can be a strong 
driver for engagement in social entrepreneurship (Bacq et al., 2020), with the aim of helping 
others. Some previous research provides interesting directions for future research, such as 
religiosity as a cultural dimension for entrepreneurship development (Woodside et al., 2020) 
or the influence of religiosity and spirituality on the entrepreneurial process (Toledano, 2020). 
In the latest Global Entrepreneurship Monitor survey, Croatia ranks last in terms of social and 
cultural norms with a score of 2.7 out of 10 compared to 19 countries in its group (GEM, 
2024/2025). 
 
Thus, the main novelty in the research on entrepreneurial intentions is to examine the 
influence of religion on entrepreneurial intentions in the three Balkan countries, assuming that 
there are many other cultural similarities between these three countries. On the other hand, the 
three Balkan countries represent different religions, with the three dominant religions being 
Christianity, Orthodoxy and Islam. The paper is organized as follows. The introduction is 
followed by a brief overview of the existing literature on entrepreneurial intentions and 
previous research, in particular on entrepreneurial intentions in the countries under 
consideration. A literature review of previous research on culture, religion and 
entrepreneurship is also provided. The results of a recent study on cultural background as a 
predictor of entrepreneurial behavior are then presented. Finally, the main findings are 
summarized, their implications discussed and recommendations for future research and 
practice are given. 
 
 
2. Literature review 
 
The theory of planned behaviour is defined as the ability to perform a certain behaviour 
(Ajzen, 2002), and it is mostly used to predict an individual's entrepreneurial behaviour. 
Krueger et al. (2000) considered entrepreneurial intentions as a means to better explain and 
predict entrepreneurial behaviour. In addition, Shapero and Sokol (1982) found that an 
entrepreneurial event is shaped by social variables and the social and cultural environment. 
 



149REGION, ENTREPRENEURSHIP, DEVELOPMENT

1. Introduction 
 
Research on entrepreneurial intentions, i.e. the desires or intentions of individuals to start their 
own business, is becoming increasingly important to understand the future entrepreneurial 
potential of individuals (Zovko et al, 2020; Esfandiar et al, 2019; Adamu and Mansur, 2018; 
Fayolle & Liñán, 2014; Bilić at al, 2011). Most of this research was based on Ajzen's (1991) 
theory of planned behaviour, which is based on psychological factors such as attitudes, social 
norms and perceived sense of control, as well as other factors that trigger entrepreneurial 
events (Shapero and Sokol, 1982), or on models of entrepreneurial intentions (Krueger et al., 
2000). In addition, entrepreneurship research has focused on understanding entrepreneurs and 
finding ways to identify potential entrepreneurs (Carsrud & Brännback, 2014). 
 
Moreover, most previous research has focused on entrepreneurial intention while neglecting 
religious and cultural aspects. Some religions promote desirable characteristics of 
entrepreneurs such as work ethic, thrift, and initiative. The Protestant ethic (Weber in Kalberg 
2012) is characterised by work ethic, responsibility and rationality, while some religions 
emphasise the importance of modesty, satisfaction with the status quo and togetherness 
(Anwar and Abdullah, 2021). Religion and religiosity are believed to influence or motivate 
followers in their entrepreneurial behaviour (Adamu and Mansur, 2018) and can be a strong 
driver for engagement in social entrepreneurship (Bacq et al., 2020), with the aim of helping 
others. Some previous research provides interesting directions for future research, such as 
religiosity as a cultural dimension for entrepreneurship development (Woodside et al., 2020) 
or the influence of religiosity and spirituality on the entrepreneurial process (Toledano, 2020). 
In the latest Global Entrepreneurship Monitor survey, Croatia ranks last in terms of social and 
cultural norms with a score of 2.7 out of 10 compared to 19 countries in its group (GEM, 
2024/2025). 
 
Thus, the main novelty in the research on entrepreneurial intentions is to examine the 
influence of religion on entrepreneurial intentions in the three Balkan countries, assuming that 
there are many other cultural similarities between these three countries. On the other hand, the 
three Balkan countries represent different religions, with the three dominant religions being 
Christianity, Orthodoxy and Islam. The paper is organized as follows. The introduction is 
followed by a brief overview of the existing literature on entrepreneurial intentions and 
previous research, in particular on entrepreneurial intentions in the countries under 
consideration. A literature review of previous research on culture, religion and 
entrepreneurship is also provided. The results of a recent study on cultural background as a 
predictor of entrepreneurial behavior are then presented. Finally, the main findings are 
summarized, their implications discussed and recommendations for future research and 
practice are given. 
 
 
2. Literature review 
 
The theory of planned behaviour is defined as the ability to perform a certain behaviour 
(Ajzen, 2002), and it is mostly used to predict an individual's entrepreneurial behaviour. 
Krueger et al. (2000) considered entrepreneurial intentions as a means to better explain and 
predict entrepreneurial behaviour. In addition, Shapero and Sokol (1982) found that an 
entrepreneurial event is shaped by social variables and the social and cultural environment. 
 

Bilić et al. (2011) investigated the entrepreneurial orientation of students at the University of 
Split, Croatia, and found that students lack entrepreneurial orientation. Singer et al. (2017) 
concluded in the GEM survey that Croatia lags behind in recognising opportunities and 
intentions related to entrepreneurial activities. Morić Milovanović et al. (2015) concluded that 
creating entrepreneurial self-efficacy is an essential characteristic for creating entrepreneurial 
intentions, while Zovko et al. (2020) found that attitudes towards entrepreneurship have a 
significant and positive influence on entrepreneurial intentions. 
 
Turulja et al. (2020) pointed out the need for further research in the field of entrepreneurial 
intentions in Bosnia and Herzegovina and proposed a model that analyses the impact of 
formal, informal, legal and educational support on students' entrepreneurial intentions. Šestić 
et al. (2017) confirmed the intention of students to find a state job, while entrepreneurship is 
not seen as the most attractive option. Petković (2017) also states that personal competence 
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et al., 2023). In addition, Djordjevic et al. (2021) find that students' attitudes influence the 
intention to start their own business in Serbia, although there is a contradiction: The more 
positive the attitude, the less likely students are to have entrepreneurial intentions. Nikolić 
Tošović and Jovanović (2021) found that personal attitude and strong behavioural control 
have a statistically significant direct positive influence on the entrepreneurial intentions of 
Serbian students. 
 
In their Indonesian study, Nino et al. (2022) found that religiosity has a positive influence on 
interest in entrepreneurial activity, which is mediated by belief in a higher power and fear of 
entrepreneurial activity. Cornelius et al. (2022) examined Schwartz’s theory of basic human 
values and entrepreneurship and found that the contrasting value priorities of religious 
believers and entrepreneurs attenuate this relationship, with results for the major religions in 
Europe being quite similar depending on how actively engaged people are in a religion. 
Toledano (2019) found that the religiosity/spirituality of entrepreneurs influences their 
entrepreneurial lifestyle. 
 
Musallam and Kamarudin (2021) conducted a literature review of papers published in the 
WoS that address previous research on the complex relationship between entrepreneurship 
and religion. The main conclusions point to a complicated relationship between religion and 
entrepreneurship and the fact that most of the research has been conducted in relation to a 
single religion and entrepreneurship. 
 
Previous research on the relationship between religiosity and entrepreneurial intentions has 
shown that there is a significant relationship between religiosity and the intention to engage in 
social entrepreneurship, but not in traditional business (McIntyre et al., 2023). Furthermore, 
Giacomin et al. (2022) find that religious affiliation - agnostic/atheist – is positively related to 
entrepreneurial intentions, while religiosity influences entrepreneurial intentions differently 
depending on religion, suggesting that religiosity is a greater influencing factor than religion 
itself. 
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The three countries studied, Bosnia and Herzegovina, Croatia and Serbia, are now referred to 
as “legal cultures in transition”. These legal cultures are characterized by the introduction of 
pluralistic democracy, the rule of law, legal formalism and legal transplants from Western 
countries. In addition, the commonalities can be seen in a shared history and language, in 
terms of intellectual elements, especially in legal reasoning and the operationalization of law 
(Bubalo, 2023). These three countries are also in different situations when it comes to joining 
the European Union. Croatia has been a member of the EU since 2013, Serbia is a candidate 
country and Bosnia and Herzegovina is not even a candidate country yet. Accordingly, the 
cultural and legal freedom work in all the countries observed is influenced by these processes 
and the current status of the country. 
 
The relationship between religion and entrepreneurship has also been the focus of researchers' 
interest, but has not been studied in Bosnia and Herzegovina, Croatia and Serbia, especially 
not in relation to entrepreneurial intentions. Summarizing the most recent studies in the 
surveyed countries of Bosnia and Herzegovina, Croatia and Serbia, it is clear that while there 
are surveys on entrepreneurial intentions, there is a lack of surveys dealing with cultural and 
religious aspects to investigate their influence on entrepreneurial intentions. Nevertheless, 
four main hypotheses were developed for this study based on previous research. Hypothesis 1: 
Religious beliefs have a positive influence on entrepreneurial intentions; Hypothesis 2: 
Certain religious values (e.g. religious rituals) have a significant influence on entrepreneurial 
intentions; Hypothesis 3: There is a significant difference in the level of entrepreneurial 
intentions between members of different religious communities; Hypothesis 4: There is a 
significant difference in the level of entrepreneurial intentions between respondents with 
different cultural backgrounds. 
 
 
3. Data and Methods 
 
3.1. Questionnaire design 
 
The questionnaire was designed and administered online to facilitate access to a broader 
population, as the study includes respondents from three different countries: Bosnia and 
Herzegovina, Croatia and Serbia. The online format ensured efficient data collection across 
geographical boundaries and allowed for greater flexibility in participation. The questionnaire 
was divided into three sections, each covering different aspects relevant to the objectives of 
the study. 
 
The first section collected demographic and general information about the respondents. It 
comprised seven questions on gender, age, educational level, educational profile, student 
status, employment status and entrepreneurial experience. These questions aimed to obtain a 
comprehensive overview of the participants' background and socio-demographic profiles, 
which are crucial for understanding the context of their responses. 
 
The second section focused on religious beliefs and values, adapted from the study by Koenig 
and Büssing (2010) - The Duke University Religion Index (DUREL) which is a validated 
five-item measure of religious involvement, designed for large observational studies. This 
section included five questions, where the first three assessed religious beliefs (e.g., 
experiencing the presence of the Divine, the role of religious beliefs in life, and integrating 
religion into daily dealings), and the last two measured religious practices: Organizational 
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The second section focused on religious beliefs and values, adapted from the study by Koenig 
and Büssing (2010) - The Duke University Religion Index (DUREL) which is a validated 
five-item measure of religious involvement, designed for large observational studies. This 
section included five questions, where the first three assessed religious beliefs (e.g., 
experiencing the presence of the Divine, the role of religious beliefs in life, and integrating 
religion into daily dealings), and the last two measured religious practices: Organizational 

Religious Activity (ORA) and Non-Organizational Religious Activity (NORA) (Koenig and 
Büssing, 2010). 
 
The third section measured entrepreneurial intention using items adapted from the 
Entrepreneurial Intention Questionnaire (EIQ) by Liñán and Chen (2009). These questions 
focused on capturing various aspects of the respondents' intentions to engage in 
entrepreneurial activities. By concentrating on entrepreneurial intention, this section aimed to 
provide a clear and focused assessment of participants' entrepreneurial mindset. Including this 
section alongside measures of religious beliefs and practices allowed the study to investigate 
the potential relationship between religiosity and entrepreneurial intention across a diverse 
population. 
 
3.2. Data collection and sample 
 
The data for this study was collected using a questionnaire developed on an online platform. 
The questionnaire was distributed via email and various social media channels to reach a wide 
audience. Data collection took place from May 2024 to February 2025, so that participants 
had sufficient time to respond. 
 
A total of 158 responses were collected during this period. However, during the review it was 
found that 2 questionnaires were filled out incorrectly, so they were excluded from further 
analysis. The final sample consisted of 156 respondents, whose characteristics and 
demographic data are described in detail below. The sample comprises 156 participants 
(Table 1), whereby the gender distribution is almost balanced. Specifically, 80 respondents 
are male, which corresponds to 51.3 % of the sample, while 76 respndents are female, which 
corresponds to 48.7 %. The distribution of educational attainment shows that most 
participants have a high school or bachelor's degree, which together make up 75% of the 
sample. The majority of the sample (67.9%) are students, suggesting that the sample is 
predominantly composed of individuals currently in education. Just over half of the 
participants (52.6%) have an educational background in business-related fields such as 
economics, management, marketing and finance. The remaining 47.4% are spread across 
various other disciplines, suggesting a relatively balanced distribution between business and 
non-business educational profiles. The data shows that about one third (34.6%) of the 
participants have entrepreneurial experience, while the majority (65.4%) have none. The 
distribution of employment shows that employment is a significant aspect of the participants' 
profile: 64.1% of the sample are employed (either full-time or part-time) and 35.9% are not 
employed. 
 
Looking at the distribution of respondents by nationality, Croatian nationals make up the 
largest proportion of the sample (45.5 %), followed by Serbian (41 %) and Bosnian and 
Herzegovinian nationals (13.5 %). This indicates a predominantly Croatian and Serbian 
sample, with a smaller proportion of participants from Bosnia and Herzegovina. In terms of 
religious affiliation, the sample is relatively evenly distributed across the three main groups. 
Catholics make up the largest proportion (39.7%), while Muslims account for 30.8% and the 
Orthodox 29.5%. This religious diversity within the sample can provide valuable insights into 
potential cultural and social differences that are relevant to the research. 
 
The composite variable for religious beliefs, based on the mean of three DUREL items, 
ranges from 1 to 5, with a mean of 3.61 (SD = 1.06). This means that, on average, participants 
express a moderately high level of agreement with the statements about the role and presence 
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of religious beliefs in their daily lives. The relatively high mean value indicates that religion is 
an important guiding figure for many respondents. The standard deviation of 1.06 indicates 
moderate variability, suggesting a certain diversity in participants' relationship to religious 
values and their integration into their worldview and behavior. 
 

Table 1: General sample data 
 

    Frequency Percent 

Gender 
Man   80 51,3 
Woman   76 48,7 
Total   156 100 

Level of education 

High school   69 44,2 
Bachelor's degree   48 30,8 
Master's degree   28 17,9 
PhD   11 7,1 
Total   156 100 

Student status 
Yes   106 67,9 
No   50 32,1 
Total   156 100 

Educational profile 

Economics, Business, 
Management, 
Marketing, Finance etc. 

  82 52,6 

Other   74 47,4 
Total   156 100 

Entrepreneurial experience 
Yes   54 34,6 
No   102 65,4 
Total   156 100 

Employment 

1 Yes - full time   62 39,7 
2 Yes - part time   38 24,4 
3 No   56 35,9 
Total   156 100 

Citizenship 

1 Croatian   71 45,5 
2 Serbian   64 41 
3 Bosnian and 
Herzegovinian   21 13,5 

Total   156 100 

Religion 

1 Catholic   62 39,7 
2 Ortodox   46 29,5 
3 Islam   48 30,8 
Total   156 100 

Religious beliefs  
(DUREL_IR_composite) 

Minimum Maximum Mean Std. 
Deviation 

1 5 3,6111 1,05737 
 

Source: Authors 
 
The age distribution shows that most participants are likely clustered around the mid-20s, 
with a reasonably wide age range spanning from 18 to 66 years. The standard deviation 
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The age distribution shows that most participants are likely clustered around the mid-20s, 
with a reasonably wide age range spanning from 18 to 66 years. The standard deviation 

indicates some variation in age, but the mean suggests the study primarily involves young 
adults (Table 2). 
 

Table 2: Age of the participants in the sample 
 
 N Minimum Maximum Mean Std. Deviation 
Age 156 18 66 25,98 8,284 
 

Source: Authors 
 
3.3. Data analysis 
 
The data analysis for this study was conducted using SPSS Version 23 for Mac OS. 
 
Given that the key variables – religious beliefs and entrepreneurial intention were composite 
in nature, a factor analysis was performed to validate the measurement scales. Specifically, 
Principal Components Analysis (PCA) with Varimax rotation was employed to assess the 
factor structure. These composite variables were created by averaging responses to three 
questions related to religious beliefs and six questions concerning entrepreneurial intention. 
Additionally, the reliability of the scales was assessed using Cronbach’s alpha, which 
measures internal consistency. 
 
For hypothesis testing, various statistical methods were employed. Spearman correlation 
analysis was used to examine the relationships between religious beliefs, organizational 
religious activity, non-organizational religious activity and entrepreneurial intention. This 
analysis assessed the strength and direction of these relationships, providing preliminary 
insights into potential associations. To further explore these relationships, regression analysis 
was applied as well as the Kruskal-Wallis test.  
 
Prior to conducting the regression analyses, key assumptions such as the normality of 
residuals, homoscedasticity, and autocorrelation were tested to ensure the validity of the 
models. The normality of residuals was assessed by comparing observed probability 
distributions with expected normal distributions, while homoscedasticity and autocorrelation 
were examined using correlation analysis and the Durbin-Watson test. 
 
All analyses were conducted with a significance level of 0.05, except where specifically noted 
(e.g., a 0.10 significance level for Hypothesis 2). The combination of correlation, regression, 
and non-parametric tests provided a robust and comprehensive approach to testing the study’s 
hypotheses and understanding the complex relationship between religiosity and 
entrepreneurial intention across a diverse population. 
 
 
4. Findings 
 
4.1. Factor and reliability analysis 
 
A factor analysis was conducted for the two composite variables – religious beliefs and 
entrepreneurial intention, which were computed by averaging the respondents' answers to 
three questions related to religious beliefs and six questions related to entrepreneurial 
intention. 
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The Table 3 presents the results of the Kaiser-Meyer-Olkin (KMO) Measure of Sampling 
Adequacy and Bartlett’s Test of Sphericity. Both the KMO and Bartlett’s Test results strongly 
support the suitability of the dataset for factor analysis – a KMO value of 0,879 suggest that 
the sample size and data are highly appropriate for factor analysis, while Bartlett’s Test is 
significant (p = 0,000). 
 
Table 3: Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy and Bartlett’s Test of 

Sphericity 
 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. ,879 

Bartlett's Test of Sphericity Approx. Chi-Square 1185,944 

df 36 
Sig. ,000 

 
Source: Authors 

 
 
Communalities range from 0,625 to 0,877 (Table 4). These values indicate that each variable 
is represented by the factors well. 
 

Table 4: Communalities 
 

 Initial Extraction 
DUREL_1_IR 1,000 ,754 
DUREL_2_IR 1,000 ,801 
DUREL_3_IR 1,000 ,780 

EIN_1 1,000 ,625 
EIN_2 1,000 ,817 
EIN_3 1,000 ,849 
EIN_4 1,000 ,877 
EIN_5 1,000 ,848 
EIN_6 1,000 ,829 

Extraction Method: Principal Component Analysis 
 

Source: Authors 
 
The two components extracted (associated with an eigenvalue greater than 1) explain 
79,772% of the variance (Table 5). 
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The two components extracted (associated with an eigenvalue greater than 1) explain 
79,772% of the variance (Table 5). 
 

Table 5: Total variance Explained 
 
Component Initial Eigenvalues Extraction Sums of Squared 

Loadings 
Rotation Sums of Squared 

Loadings 
Total % of 

Variance 
Cumulative 

% 
Total % of 

Variance 
Cumulative 

% 
Total % of 

Variance 
Cumulative 

% 
1 4,981 55,347 55,347 4,981 55,347 55,347 4,828 53,639 53,639 
2 2,198 24,425 79,772 2,198 24,425 79,772 2,352 26,133 79,772 
3 ,490 5,442 85,214       
4 ,351 3,900 89,115       
5 ,299 3,327 92,441       
6 ,248 2,760 95,201       
7 ,188 2,085 97,286       
8 ,125 1,392 98,678       
9 ,119 1,322 100,000       
Extraction Method: Principal Component Analysis 
 

Source: Authors 
 
Individual factors are presented in Table 6. The structure of the extracted factors corresponds 
to the theoretical assumption, i.e. the empirically extracted factors correspond to the 
theoretical concept of entrepreneurial intention (EIN_composite) and religious belief or 
values (DUREL_IR_composite).  
 

Table 6: Rotated Component Matrix 
 

Rotated Component Matrixa 

 
Component 

1 2 
DUREL_1_IR  ,857 
DUREL_2_IR  ,888 
DUREL_3_IR  ,883 
EIN_1 ,782  
EIN_2 ,902  
EIN_3 ,910  
EIN_4 ,935  
EIN_5 ,921  
EIN_6 ,906  
Extraction Method: Principal Component Analysis.  
Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 3 iterations. 

 
Source: Authors 

 
The measurement scales' reliability was assessed using the Cronbach’s alpha indicator, with a 
minimum acceptable level of 0,7 (Table 6). DUREL_IR_composite has a Cronbach’s alpha of 
0,853 with 3 items, which suggests good reliability and indicates that the items consistently 
measure the intended construct. EIN_composite shows an even higher reliability with a 
Cronbach’s alpha of 0,951 across 6 items, reflecting excellent internal consistency. 
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Table 7: Reliability analysis 
 

Composite variable Cronbach's Alpha N of Items 

DUREL_IR_composite ,853 3 
EIN_composite ,951 6 
 

Source: Authors 
 
4.2. Research results 
 
Hypothesis 1 (Religious beliefs positively influence entrepreneurial intention) was tested 
using correlation and regression analysis. 
 
A preliminary correlation analysis of the composite variables DUREL_IR_composite and 
EIN_composite was conducted to confirm the significance and direction of the relationship 
between religious beliefs and entrepreneurial intention (Table 7). 
 

Table 8: Correlation between the composite variables EIN_composite and 
DUREL_IR_composte 

 
 EIN_composit DUREL_IR_composit 
Spearman's rho EIN_composite Correlation 

Coefficient 
1,000 ,165* 

Sig. (2-tailed) . ,040 
N 156 156 

DUREL_IR_composite Correlation 
Coefficient 

,165* 1,000 

Sig. (2-tailed) ,040 . 
N 156 156 

*. Correlation is significant at the 0.05 level (2-tailed). 
 

Source: Authors 
 
The results in Table 7 show a weak but statistically significant positive correlation between 
religious beliefs and entrepreneurial intention, which justified proceeding with regression 
analysis to further explore the nature and strength of this relationship.  
 
During the regression analysis, the normality of the residual distribution, as well as the 
presence of heteroscedasticity in the residual variance and residual autocorrelation, were 
examined. 
 
The regression model suggests that religious beliefs, as measured by DUREL_IR_composite, 
have a statistically significant yet weak impact on entrepreneurial intention. The regression 
model also yielded an R² value of 0,031, indicating that 3,1% of the variance in 
entrepreneurial intention is explained by religious beliefs (Table 8). 
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Table 8: Model summary (DUREL_IR_composite – ENT_composite) 
 

Model Summaryb 

Model R R Square Adjusted R Square 
Std. Error of the 

Estimate Durbin-Watson 
1 ,177a ,031 ,025 1,08656 2,007 
a. Predictors: (Constant), DUREL_IR_composite 
b. Dependent Variable: EIN_composite 

 
Source: Authors 

 
The ANOVA results (Table 9) demonstrate that the regression model is statistically 
significant, suggesting that religious beliefs, as measured by DUREL_IR_composite, have a 
significant impact on entrepreneurial intention. 
 

Table 9: ANOVA (DUREL_IR_composite – ENT_composite) 
 

ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 5,878 1 5,878 4,979 ,027b 

Residual 181,815 154 1,181   
Total 187,693 155    

a. Dependent Variable: EIN_composite 
b. Predictors: (Constant), DUREL_IR_composite 

 
Source: Authors 

 
The results from Table 10 indicate that religious beliefs have a positive and significant effect 
on entrepreneurial intention. Specifically, as religious beliefs increase, entrepreneurial 
intention also increases, though the effect size is relatively small.  
 

Table 10: Coefficients (DUREL_IR_composite – ENT_composite) 
 

Coefficientsa 
Model Unstandardized 

Coefficients 
Standardized 
Coefficients 

t Sig. 95.0% Confidence 
Interval for B 

B Std. 
Error 

Beta Lower 
Bound 

Upper 
Bound 

1 (Constant) 2,671 ,310  8,604 ,000 2,058 3,285 
DUREL_IR_composite ,184 ,083 ,177 2,231 ,027 ,021 ,347 

a. Dependent Variable: EIN_composite 
 

Source: Authors 
 
The Durbin-Watson test, shown in Table 8, has a value of 2,007. This test assesses 
autocorrelation in the residuals, and a value close to 2 indicates that there is no significant 
autocorrelation. 
 
The assumption of residual normality is confirmed by the observed probability distribution 
function (Figure 1), which closely aligns with the expected probability function if the residual 
deviations were normally distributed (represented by the diagonal line on the graph). 
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Figure 1: P-P plot – normally distributed residuals (DUREL_IR_composite – 
ENT_composite) 

 

 
 

Source: Authors 
 
The correlation analysis shows no significant relationship between DUREL_IR_composite 
and the absolute residuals (abs_RES1), indicating that the homoscedasticity assumption is met 
(Table 11). 
 

Table 11: Correlation between the composite variable DUREL_IR_composite and absolute 
residuals 

 
 DUREL_IR_composite abs_RES1 
Spearman's rho DUREL_IR_composite Correlation 

Coefficient 
1,000 -,070 
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Figure 1: P-P plot – normally distributed residuals (DUREL_IR_composite – 
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Although the effect of religious beliefs on entrepreneurial intention is modest in our model, it 
supports the Hypothesis 1 that religious beliefs positively influence the entrepreneurial 
intention. 
 
Hypothesis 2 (Specific religious values (e.g., religious rituals) significantly impact 
entrepreneurial intention) was tested using correlation and regression analysis. 
 

The analysis suggests that specific religious practices – organizational religious activity 
(ORA) and non-organizational religious activity (NORA) – do not have a significant 
relationship with entrepreneurial intention in this sample at the 5% significance level. 
However, it can be noted that organizational religious activity (ORA) shows a weak positive 
correlation with entrepreneurial intention that is significant at the 10% significance level (p = 
0,066), indicating a potential trend that may warrant further investigation. 
 
Table 12: Correlation between the composite variables EIN_composite, DUREL_4_ORA and 

DUREL_5_NORA 
 
 EIN_composite DUREL_4_ORA DUREL_5_NORA 
Spearman's 
rho 

EIN_composite Correlation 
Coefficient 

1,000 ,148 ,041 

Sig. (2-tailed) . ,066 ,610 
N 156 156 156 

DUREL_4_ORA Correlation 
Coefficient 

,148 1,000 ,426** 

Sig. (2-tailed) ,066 . ,000 
N 156 156 156 

DUREL_5_NORA Correlation 
Coefficient 

,041 ,426** 1,000 

Sig. (2-tailed) ,610 ,000 . 
N 156 156 156 

**. Correlation is significant at the 0.01 level (2-tailed). 
 

Source: Authors 
 
To test Hypothesis 2, a regression analysis was conducted using the stepwise method. During 
the analysis, the variable DUREL_4_ORA, representing organizational religious activity, was 
included in the regression model, indicating its significance in predicting entrepreneurial 
intention. However, the analysis revealed the presence of heteroscedasticity in the residual 
variance, as shown in Table 13. 
 

Table 13: Correlation between the composite variable DUREL_4_ORA and absolute 
residuals 

 
 DUREL_4_ORA abs_RES2 
Spearman's rho DUREL_4_ORA Correlation Coefficient 1,000 -,177* 

Sig. (2-tailed) . ,027 
N 156 156 

abs_RES2 Correlation Coefficient -,177* 1,000 
Sig. (2-tailed) ,027 . 
N 156 156 

*. Correlation is significant at the 0.05 level (2-tailed). 
 

Source: Authors 
 

Based on the correlation analysis results, Hypothesis 2 can be partially accepted, suggesting 
that a positive relationship between specific religious values, particularly those related to 
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organizational religious activity, and entrepreneurial intention can be expected at the 10% 
significance level. This finding indicates that while the relationship is not strong, 
organizational religious practices may be associated with higher entrepreneurial intentions, 
warranting further investigation in future studies. Non-organizational religious activity, 
however, showed no significant effect on entrepreneurial intention, indicating that private 
religious practices do not influence entrepreneurial intention in this sample. 
 
The Kruskal-Wallis test was used to examine Hypothesis 3 and Hypothesis 4. 
 
Since the p-value (0,647) is greater than the 0,5 significance level, the test indicates that there 
is no statistically significant difference in entrepreneurial intention across different religious 
communities. Thus, Hypothesis 3 cannot be accepted, suggesting that religious community 
membership does not significantly affect entrepreneurial intention in this sample. 
 

Table 14: Kruskal Wallis Test – Religion - EIN 
 

Test Statisticsa,b 

 EIN_composite 
Chi-Square ,870 
df 2 
Asymp. Sig. ,647 
a. Kruskal Wallis Test 
b. Grouping Variable: RELIGION 

Source: Authors 
 
The results of the Kruskal-Wallis test for Hypothesis 4 reveal that entrepreneurial intention 
does not vary significantly among individuals from different cultural backgrounds, since the 
p-value is much higher than the conventional 0,05 significance level (Table 15). 
 

Table 15: Kruskal Wallis Test – Citizenship - EIN 
 

Test Statisticsa,b 

 EIN_composite 
Chi-Square ,632 
df 2 
Asymp. Sig. ,729 
a. Kruskal Wallis Test 
b. Grouping Variable: CITIZENSHIP 

Source: Authors 
 

 
5. Conclusion  
 
Hypothesis 1, that religious beliefs positively influence entrepreneurial intention, is supported 
based on the research results of 150 young people in Croatia, Bosnia and Herzegovina and 
Serbia. However, the correlation coefficient of 0,165 denotes a weak relationship, implying 
that while religious beliefs may influence entrepreneurial intention, the effect is minimal. It is 
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Test Statisticsa,b 
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a. Kruskal Wallis Test 
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5. Conclusion  
 
Hypothesis 1, that religious beliefs positively influence entrepreneurial intention, is supported 
based on the research results of 150 young people in Croatia, Bosnia and Herzegovina and 
Serbia. However, the correlation coefficient of 0,165 denotes a weak relationship, implying 
that while religious beliefs may influence entrepreneurial intention, the effect is minimal. It is 

essential to consider other factors that might also affect entrepreneurial intention. This finding 
highlights the complexity of entrepreneurial intention and underscores the need to explore 
additional variables that may have a stronger predictive effect. These findings support 
Hypothesis 1, suggesting that religious beliefs do influence entrepreneurial intention to some 
extent. However, the low explained variance indicates that other factors are likely more 
influential. 
 
Hypothesis 2 is partially supported, as the analysis suggests a positive relationship between 
entrepreneurial intention (EIN) and religious values measured through organizational 
religious activity (ORA). This relationship is statistically significant at the 10% level (p = 
0,066). The trend indicates that organizational religious practices may influence 
entrepreneurial intention. In contrast, non-organizational religious activity (NORA) was found 
to have no significant relationship with entrepreneurial intention (p = 0,610), indicating that 
private religious practices do not affect entrepreneurial intention in this sample. 
 
Hypothesis 3 is not supported. This outcome implies that factors other than religious 
community membership may have a stronger effect on entrepreneurial intention and religious 
affiliation alone does not create substantial differences in entrepreneurial behavior. 
Hypothesis 4 also cannot be accepted, indicating that cultural background, as measured by 
citizenship, is not a determining factor in entrepreneurial intention within this sample. This 
suggests that cultural differences related to citizenship may not play a significant role in 
shaping individuals' intentions to engage in entrepreneurial activities. 
 
 
6. Research limitations and directions for future studies 
 
This study was conducted in a relatively similar cultural environment in in the three Balkan 
countries, which may have influenced the research results, as most of the respondents were 
born and raised in the same cultural environment despite having different cultures and 
religions. In addition, for the purposes of this research, it was difficult to reach more 
respondents from Judaism, Hinduism, Protestantism or other world religions. It is possible 
that these more distant religions than those represented in this part of Europe may produce 
different or opposite results. One of the directions for future research will therefore be to 
expect a much larger sample and a much wider range of world religions, taking into account 
different religions and cultural contexts. Since entrepreneurship is still not a particularly 
desirable career choice for adults in the three Balkan countries, a different cultural context 
could also lead to the opposite results. 
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THE IMPACT OF THE HYBRID WORK MODEL ON BUSINESS 
COMMUNICATION 

 
 

ABSTRACT 
 
This paper examines key communication skills in a hybrid work environment and explores the 
impact of work models on business communication. It also provides an overview of existing 
research and studies focusing on challenges and adaptations in organizational communication 
methodologies with a hybrid work model, particularly in digital literacy, self-management, 
virtual teamwork skills, and communication skills, which are key success factors. The research 
methodology is based on the quantitative analysis of the data collected by the survey. A 
structured survey with predefined questions was used, ensuring the standardization of responses 
and facilitating data analysis. The survey was online, and participation was voluntary and 
anonymous with 144 respondents. Data were analyzed using quantitative techniques, including 
descriptive and inferential analyses in SPSS to discern patterns and trends. The results indicate 
that utilizing digital tools particularly video conferencing, has a significant and positive impact 
on the effectiveness of business communication. 
In contrast, although other frequently used tools did not show the same level of association with 
communication effectiveness. Additionally, generational differences influence preferences for 
using digital tools. Younger employees are more likely to utilize project management platforms 
and cloud document sharing than their Generation X counterparts. Practical communication 
skills are crucial among employees with longer employment experience. In comparison, 
younger employees report greater challenges in self-management and motivation. The research 
results underscore the importance of continually developing educational programs that 
enhance key skills for successful functioning in a hybrid work environment, as well as the need 
for organizations to adapt their communication strategies to increase employee efficiency and 
productivity. 
 
Key words: Organization, Business communication, Remote work, Hybrid work model. 
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1. Theoretical starting points   
 

1.1. Defining the concept of communication and the hybrid work model 
 
Adopting a hybrid communication model is an important element that enables flexibility and 
efficiency. In the paper Hybrid Workplace: The Future of Work, the hybrid work model is 
defined as a combination of physical and virtual workspaces and virtual work (Iqbal, Khalid, 
and Barykin, 2021). 
 
This arrangement may also involve the same group of people physically visiting the company's 
location on certain days and working remotely for the remainder of the week. The hybrid work 
system enables organizations to enjoy the unique benefits of remote work, including flexibility 
at work, reduced labor costs, increased worker satisfaction, and improved environmental 
conditions. As part of a hybrid work model remote work offers the convenience of working 
from anywhere in the world. It also saves commuting time due to traffic and creates a more 
pleasant working environment. 
 
In the paper titled Remote Work and Work-Life Balance: Lessons Learned from the COVID-19 
Pandemic and Suggestions for HRD Practitioners define hybrid work as a work arrangement 
that allows employees to alternate performing tasks outside and within the main office, using 
information and communication technologies to interact with others inside and outside their 
organization (Shirmohammadi, Au, and Beigi, 2022).  This enables flexibility in terms of time 
and place of work, as employees can alternate between working from home and in the office 
during the week. 
 
The work Hybrid Work: Definition, Origins, Debates, and Outlook defined the hybrid work 
model as a form of work arrangement in which the worker works sustainably either alone or 
with others with an agreement between the worker and the organization and respecting the 
organization, needs and tasks of workers and context (Vartiainen & Vanharanta, 2023). 
 
This allows for flexible working hours and a more adaptable workplace. Employees can work 
either at the employer's location or remotely from home, other locations, or on the move, 
utilizing digital technologies such as laptops, mobile phones and the Internet (Shirmohammadi 
et al., 2022). 
 
It concluded that the hybrid work model enables flexibility in choosing the place and time of 
work and a balance between business obligations and personal life, focusing on clear and 
effective communication. The aforementioned requires the development of strategies for 
leading, motivating, and engaging employees who work in this form and at different locations. 
Furthermore the hybrid work model requires a high degree of digital literacy. Management and 
employees adapt to and utilize communication tools and platforms that facilitate the flow of 
work processes and respect the organizational culture. 
The hybrid work model fosters the development of innovative theoretical approaches within 
communication studies and provides opportunities to examine how various communication 
styles and techniques impact productivity, job satisfaction and interpersonal relationships. 
Effective communication is crucial in preparing and implementing strategies for managing 
hybrid teams and fostering cohesion within diverse and geographically dispersed organizations. 
The title Hybrid Work: Definition, Origins, Debates and Outlook is a working paper of the 
European Foundation for the Improvement of Living and Working Conditions (Vartiainen & 
Vanharanta, 2023). 
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1. Theoretical starting points   
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employees adapt to and utilize communication tools and platforms that facilitate the flow of 
work processes and respect the organizational culture. 
The hybrid work model fosters the development of innovative theoretical approaches within 
communication studies and provides opportunities to examine how various communication 
styles and techniques impact productivity, job satisfaction and interpersonal relationships. 
Effective communication is crucial in preparing and implementing strategies for managing 
hybrid teams and fostering cohesion within diverse and geographically dispersed organizations. 
The title Hybrid Work: Definition, Origins, Debates and Outlook is a working paper of the 
European Foundation for the Improvement of Living and Working Conditions (Vartiainen & 
Vanharanta, 2023). 

1.2. History of communication 
 
For a successful business and progress it is important to establish quality and effective 
communication. Communication is an interdisciplinary and multidisciplinary field. It provides 
insight into the nature of human interaction. In the 20th century, electronic media shaped 
society, and the advancement of high technologies led to the third information and 
communication revolution. Communication theory defines the concept of information and 
underscores the significance of communication in connecting diverse segments of society 
through the exchange of information (Hardt, 2008). In the 21st century, the Internet transmits 
digitized information enriched with sound and images and is the dominant means of 
transmitting information globally. 
 
1.3. The communication process in the context of the hybrid work model 
 
In the modern globalized world, the history of communication and the evolution of work 
models, such as the hybrid work model, are interconnected, illustrating how technological 
progress and changes in communication shape how we work and collaborate. Technology, 
digitization, and networking are key to influencing hybrid work. Digital tools and platforms 
allow for real-time collaboration and communication. This has fundamentally changed how 
organizations think about workspace and team management. 
 
As hybrid work encompasses a blend of physical presence in office spaces and remote work, 
we are witnessing significant transformations in business communication. Global health 
challenges such as the COVID-19 pandemic have further accelerated the adoption of this 
approach to work. Understanding communication processes helps tackle issues such as 
managing diverse teams, preserving corporate culture and engaging remote employees. 
 
The work Hybrid Work: Definition, Origins, Debates, and Outlook  examines how hybrid 
work models require advanced communication strategies and tools for effectively 
overseeing dispersed teams (Vartiainen & Vanharanta, 2023).  
The paper Hybrid Workplace: The Future of Work addresses the concept of the hybrid 
workplace as a response to technological changes and global trends (Iqbal et al., 2021). In the 
context of communication, hybrid work models necessitate advanced communication strategies 
and tools for effectively managing dispersed teams. 
 
The hybrid work model gives rise to new communication interactions that can encompass a 
combination of virtual meetings, asynchronous messaging, and traditional face-to-face 
meetups. Technological progress and shifts in communication practices have profoundly 
impacted how work and collaboration are conducted in the modern, globalized world. 
 
1.4. Business communication in the organization, including the hybrid work model 
 
If employees are not motivated or ready for change, organizations and the managers who lead 
them encounter obstacles, as employees play a crucial role in the innovation process within 
organizations, including creativity and tolerance for change. Following the COVID-19 
pandemic, the boundaries between professional and personal domains have become 
increasingly blurred, resulting in workplace conflicts and increased stress. 
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Employees seek jobs that provide adaptability in managing their work-life integration balance. 
For the younger generation, achieving a balance has become a priority. Organizations that fail 
to address these needs face difficulty in acquiring and retaining talented employees. Managing 
an organization that strives for a hybrid work model requires managers to develop new 
motivation and leadership techniques, as collaboration and decision-making often occur 
virtually. 
 
In the work Remote Work and Work-Life Balance: Lessons Learned from the COVID-19 
Pandemic and Suggestions for HRD Practitioners identify several key points related to business 
communication in a hybrid work environment (Shirmohammadi et al., 2022). To foster trust 
and effective collaboration within distributed teams, it is crucial to create an environment where 
all team members have access to the same information, thereby maintaining alignment and 
engagement.  
 
Working in a hybrid model requires adapting to various communication protocols and 
accommodating employees' diverse individual work styles. Methodology guarantees that 
organizations adapt and are resilient to change. The emphasis on integration and inclusion 
ensures that digital communication does not foster a sense of exclusion among employees, but 
instead promotes a sense of value and inclusion. Educating employees on the use of 
communication tools necessary for effective functioning is important. Organizational structures 
must function effectively, regardless of physical distance, as hybrid work remains a prevalent 
feature of modern business. 
 
Emphasize that hybrid work requires organizations to reconceptualize their communication 
strategies to remain effective despite their teams' geographical and temporal dispersion 
(Vartiainen & Vanharanta, 2023). Communication is essential for building trust fostering 
innovation and maintaining team cohesion. Organizations must develop the ability to lead and 
motivate teams through digital channels which necessitates new skills and approaches in 
management and leadership.  
Effective communication in hybrid work environments relies on the organization's ability to 
integrate appropriate technologies that support both asynchronous and synchronous 
communication. Success depends on how well an organization can ensure a continuous flow of 
information and establish norms and expectations that regulate communication. 
 
A culture where all employees are well informed and involved reduces feelings of isolation. 
Organizations implementing hybrid work models often combine traditional and innovative 
communication tools to keep their teams motivated and focused on common goals. The hybrid 
work  is organizational communication. 
 
1.5. Organizational behavior related to the hybrid work model 
 
In the context of organizational behavior, the focus is on analyzing how individuals, groups, 
and structural elements influence organizational performance (Griffin, Phillips, and Gully, 
2020). This is crucial for understanding and improving effectiveness through a detailed 
examination of three key determinants of behavior: individuals, groups, and organizational 
structures. Organizational behavior enables managers to apply a scientific approach to improve 
functionality, innovation and competitiveness in a dynamic global marketplace (Robbins & 
Judge, 2013). 
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structures. Organizational behavior enables managers to apply a scientific approach to improve 
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Judge, 2013). 

Combining elements of traditional workplace presence with the flexibility of remote work has 
led to significant changes in team dynamics, communication, employee engagement, and 
corporate culture. Introducing hybrid work models has reshaped traditional work practices 
affecting all aspects of organizational behavior from communication and collaboration to 
motivation and organizational culture. For organizations it is essential to continuously integrate 
adaptive work models to achieve benefits in productivity, innovation and employee satisfaction. 
 
1.6. Groups and teams involved in a hybrid work model 
 
A group is a collection of at least two people who cooperate and depend on each other to achieve 
specific tasks (Griffin et al., 2020). These groups may be formal, structured within an 
organizational hierarchy with defined tasks that contribute to organizational goals, or informal, 
arising spontaneously to fulfill social needs. Teams are a specific type of formal group 
characterized by shared objectives and interdependence regarding information, resources, and 
skills. 
 
Not every group can be considered a team, although every team constitutes a group.  Team is 
defined as a small number of individuals who share common goals and act in a coordinated 
manner to achieve them (Lamza-Maronić & Glavaš, 2008). This distinction is crucial in the 
context of organizational behavior as teams play a vital role in completing complex tasks 
through collaboration, shared responsibility, and mutual support. In hybrid work environments, 
the dynamics within teams become even more complex due to spatial and technological 
dispersion, requiring advanced coordination and communication strategies. 
 
Various team organizations may implement, including functional, cross-functional, problem-
solving, autonomous, virtual, and global teams (Griffin et al., 2020). These teams rely heavily 
on telecommunications and information technologies to sustain collaboration and cohesion 
despite geographical and organizational separation. Managers and team leaders must develop 
advanced skills in managing digital and virtual collaboration including establishing clear 
communication protocols, providing effective feedback and fostering a culture of openness and 
transparency. 
 
Addressing isolation among remote team members and preserving work-life balance is essential 
to prevent burnout. Understanding and effectively managing teams in hybrid models has 
become crucial for sustaining innovation and competitiveness. Organizations that master this 
position position themselves as adaptive leaders in the global business environment. 
 
A field experiment showed that employees who worked approximately two days per week in 
the office reported higher job satisfaction and better work-life balance than those who worked 
more or fewer days (Choudhury, Khanna, Makridis, and Schirmann, 2023). This balance 
between remote and office work had a positive influence on employees' perception of their 
work environment. Findings indicated improved creativity and work quality, especially among 
managers suggesting that moderate remote work can enhance performance without 
compromising productivity.   
 
Furthermore, hybrid work models offer flexibility in commuting and working hours, 
contributing to employee well-being. These insights reinforce the view that hybrid models 
foster productivity, innovation and retention of talented employees. 
 
 



170 14th INTERNATIONAL SCIENTIFIC CONFERENCE

1.7. The impact of technology on business communication in a hybrid work model 
 
Through the lens of business communication, organizations utilize technology to achieve their 
strategic goals, particularly during times of disruption. The shift to online platforms such as 
Microsoft Teams, Google Meet and Zoom became critical during the COVID-19 pandemic 
ensuring business continuity despite physical restrictions. 
Technology enabled the transition to hybrid work models and inspired a cultural shift. New 
practices emerged requiring adjustments in communication and collaboration. Surveys show 
that many employees prefer hybrid arrangements due to improved work-life balance reduced 
stress and increased focus when working from home. However, challenges such as meeting 
organization and ensuring equal participation across locations persist. 
 
Team leaders must be trained to facilitate communication and maintain organizational 
alignment regardless of physical location. Hybrid work fosters flexible engagement that is 
aligned with business expectations. Implementing clear policies and adapting organizational 
practices are key to successful model integration. 
 
Microsoft Teams categorizes hybrid work into four models: flexible, fixed, office-prioritized, 
and remote-prioritized. In flexible models, employees choose their schedules; in fixed models, 
schedules are predetermined. Office-based models emphasize in-person work, whereas remote-
first models prioritize remote work. 
 
A 2022 Owl Labs study found that hybrid and remote employees report higher levels of 
happiness and job retention compared to office-based workers. These employees experience 
lower stress, higher productivity, and better physical and mental well-being. A similar study by 
Ergotron (2022) confirmed that hybrid or remote work improves mental health, work-life 
balance, and daily activity levels. Employees appreciate the flexibility, which contributes to job 
satisfaction. 
Prodoscore's research (2020) showed that productivity is not necessarily tied to physical 
presence. Employees who were productive in the office maintained their performance remotely 
while lower-performing employees remained less productive regardless of location. 
Despite these advantages, hybrid work presents leadership challenges. Managers often face 
tensions between organizational demands and employee needs lacking the authority or tools to 
implement change. Inadequate engagement in meetings indicates flaws in communication 
strategies. Organizations should develop more explicit work norms and refine their 
organizational structure. 
Technological adaptation is essential for positive work environments, satisfaction and 
productivity. A study on Zoom fatigue demonstrated that frequent video conferencing 
contributes to exhaustion, negatively impacting communication efficiency (Fauville et al., 
2021). They found that meeting frequency, duration and intensity (burstiness) are key factors in 
fatigue. 
These findings underscore the importance of managing digital meeting dynamics and 
reevaluating organizational communication to promote employee well-being. This research 
contributes to shaping more efficient, balanced and humane communication practices in hybrid 
work environments. 
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2. Research related to the influence of the hybrid model of work on business 
communication 

 
2.1. The aim of research 
 
This paper examines the adaptation of business communication to the hybrid work model, 
taking into account the impact of various communication tools and methods. It also examines 
the development of key communication skills and analyzes the obstacles and challenges that 
impact the effectiveness of business communication in hybrid work environments. Special 
emphasis is placed on investigating variations in the adaptation and effectiveness of business 
communication among employees, including sociodemographic factors such as gender, age, 
industry of employment, and work experience. This approach aims to identify and propose 
strategies that help organizations optimize their communication processes to enhance 
productivity and employee satisfaction in hybrid work environments. 
 
Hypothesis: 
 
H1: The use of cloud services, instant messaging apps, video conferencing platforms, and tools 
for digitizing processes significantly increases the efficiency of business communication in the 
hybrid work model where preferences for specific tools vary depending on the 
sociodemographic factors of the employees. 
 
H2: Key skills necessary for success in a hybrid work environment, including digital literacy, 
self-management, virtual teamwork skills and communication skills are perceived as necessary 
to varying degrees depending on the age, industry of employment and work experience of the 
employees. 
 
H3: Major barriers to effective business communication in the hybrid work model such as 
technical problems, Zoom fatigue and challenges in preserving organizational culture have 
varying impacts on employees, depending on their industry and work experience and pose a 
challenge in building and maintaining professional relationships. 
 
2.2. Research method and research sample 
 
By conducting the research through a quantitative survey, data were collected regarding the 
impact of digital tools and skills on the effectiveness of business communication in a hybrid 
work model. A structured questionnaire with predefined questions was employed, which 
enabled the standardization of responses and facilitated subsequent data analysis. The survey 
was disseminated through social networks, including LinkedIn and Facebook. For the analytical 
phase, the SPSS statistical software was utilized, and both descriptive and differential statistical 
analyses were performed to identify patterns and trends within the data. The sample consisted 
of 144 respondents selected through random sampling. All participants were informed about 
the purpose of the research, and participation was voluntary and anonymous. 
 
The respondents were categorized according to generational cohorts and gender as follows: 
Generation Z (under 27 years): 15 respondents (5 males, 10 females), comprising 10.4% of the 
total sample. 
Millennials (28–43 years): There were 78 respondents (30 males, one who preferred not to 
answer, and 47 females), representing the largest generational group at 54.2% of the total 
sample. While this group is more evenly distributed by gender, females are more represented. 
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Generation X (44–59 years): 50 respondents (18 males, 32 females), accounting for 34.7% of 
the sample. 
Baby Boomers (60 years or older): 1 respondent (1 male), representing the smallest generational 
group at 0.7%. 
 

Table 1: Generational cohort and gender 
 

Generation Total Male Female Undisclosed % of Sample 
Generation Z 15 5 10 0 10.4% 
Millennials 78 30 47 1 54.2% 
Generation X 50 18 32 0 34.7% 
Baby Boomers 1 1 0 0 0.7% 
Total 144 54 89 1 100% 

 
Source: Authors 

 
A total of 144 respondents participated in the survey, offering insight into various employment 
sectors, job roles, levels of work experience, generational affiliation, and the period of initial 
employment within their organizations. The most represented sectors were finance (54 
respondents) and technology (36 respondents) with other industries such as education, 
marketing, retail and public administration moderately represented. 
 
 Additionally the survey encompassed participants from other sectors with fewer 
representatives, contributing to diverse perspectives. 
 

Table 2: Industry of current employment 
 

Industry of current employment Number 
Finance 54 
Technology 36 
Other 11 
Marketing and communications 9 
Education 8 
Healthcare 7 
Retail 6 
Manufacturing 5 
Public service and administration 3 
Construction 3 
Hospitality and tourism 2 
Total 144 

 
Source: Authors 

 
In terms of organizational roles, the majority of participants were employed at middle 
management and specialist levels (90 respondents). Furthermore, there were 13 entrepreneurs 
or business owners, 13 junior-level employees, and 16 respondents who held senior 
management positions. This distribution reflects a sample with a strong representation from 
operational and managerial tiers thus enabling relevant insights into organizational 
communication processes. 
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or business owners, 13 junior-level employees, and 16 respondents who held senior 
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communication processes. 
 
 

Table 3: Current position in the organization 
 

Current position in the organization Number 
Middle management / Specialist 90 
Senior management / Executive 16 
Entry level / Junior 13 
Business owner / Entrepreneur 13 
Other 7 
Independent professional / Freelancer 5 
Total 144 

 
Source: Authors 

 
Regarding work experience, the largest subgroup of participants reported between 11 and 20 
years of experience (53 respondents), followed by those with over 20 years of experience (48 
respondents). Notably, Millennials (aged 28–43) were the most prevalent across all experience 
categories, totaling 78 participants. Generation X included 50 respondents, while Generation Z 
comprised 15, predominantly within the shorter experience categories.  
 
Only one participant belonged to the Baby Boomer group (60 years or older). 
 

Table 4: Work experience with the age group 
 

Work experience / Age group Number 
Less than 1 year 4 
Generation Z: Under 27 years old 4 
1–5 years 17 
Generation Z: Under 27 years old 9 
Millennials (28–43 years old) 8 
6–10 years 22 
Generation Z: Under 27 years old 2 
Millennials (28–43 years old) 20 
11–20 years 53 
Generation X (44–59 years old) 10 
Millennials (28–43 years old) 43 
More than 20 years 48 
Baby Boomers (60+ years old) 1 
Generation X (44–59 years old) 40 
Millennials (28–43 years old) 7 
Total 144 

 
Source: Authors 

 
As for the initial employment period, 85 respondents commenced work before the COVID-19 
pandemic, 24 began during the pandemic, and 35 started afterward. These data illustrate a 
natural transition from traditional to contemporary work modalities, providing essential context 
for understanding shifts in efficiency, communication practices, and the application of digital 
skills within the hybrid work model. 
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Table 5: Start Period in Current Organization 
 

Start period in the current organization Number 
Before the COVID-19 pandemic 85 
After the COVID-19 pandemic 35 
Employed during the COVID-19 pandemic 24 
Total 144 

 
Source: Authors 

 
The demographic profile of the sample comprises a heterogeneous group of professionals across 
diverse industries, generations, and organizational hierarchical levels. This heterogeneity 
significantly enriched the analysis of hybrid work’s impact on communication processes, digital 
transformation, and organizational behavior in the evolving work environment. 
 
2.3. Data analysis of Hypothesis 1 (H1) 
 
Hypothesis H1 posits that the use of digital tools (cloud services, messaging apps, video 
conferencing, and digitization tools) increases the efficiency of business communication in 
hybrid work, and that tool preferences vary according to sociodemographic characteristics. 
 
The analysis revealed that only the frequency of video conferencing use had a statistically 
significant impact on communication efficiency (p < 0.05). Other tools showed no such impact, 
likely due to uniform use across respondents. Non-parametric regression was employed because 
the data had a non-normal distribution. No statistically significant gender differences were 
found. Millennials used cloud project management and document-sharing tools significantly 
more often than Generation X (p < 0.05). At the same time, differences for Generation Z were 
not statistically significant due to the small sample size. 
Thus, H1 is partially confirmed: video conferencing has a positive effect on perceived 
communication efficiency, and generational differences exist in tool preferences, although not 
by gender. 
 

2.3.1. Conclusion for Hypothesis 1 (H1) 
 
The analysis of H1 includes two aspects: (1) that using digital tools enhances business 
communication efficiency, and (2) that preferences vary by sociodemographic characteristics. 
The findings support that video conferencing tools significantly enhance perceived 
communication efficiency. While gender differences were not observed, age-related variations, 
particularly the greater adoption of cloud-based tools by Millennials, were noted. This supports 
the partial confirmation of H1. 
 
2.4. Data analysis of Hypothesis 2 (H2) 
 
Hypothesis H2 suggests that key skills required for success in a hybrid work environment digital 
literacy, self-management, virtual teamwork, and communication are perceived differently 
across different age groups, employment industries and work experiences. 
Chi-square tests showed no significant difference in perceptions of most skills across different 
work experience levels. However, communication skills were perceived as significantly less 
important by employees with up to five years of experience (p < 0.05), and more important by 
those with 6–10 years of experience. Adjusted residual analysis confirmed these findings, with 
significant values lying outside the -1.96 to +1.96 range. 
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The findings support that video conferencing tools significantly enhance perceived 
communication efficiency. While gender differences were not observed, age-related variations, 
particularly the greater adoption of cloud-based tools by Millennials, were noted. This supports 
the partial confirmation of H1. 
 
2.4. Data analysis of Hypothesis 2 (H2) 
 
Hypothesis H2 suggests that key skills required for success in a hybrid work environment digital 
literacy, self-management, virtual teamwork, and communication are perceived differently 
across different age groups, employment industries and work experiences. 
Chi-square tests showed no significant difference in perceptions of most skills across different 
work experience levels. However, communication skills were perceived as significantly less 
important by employees with up to five years of experience (p < 0.05), and more important by 
those with 6–10 years of experience. Adjusted residual analysis confirmed these findings, with 
significant values lying outside the -1.96 to +1.96 range. 

H2 is partially confirmed: only communication skills showed significant differences by work 
experience. No differences were observed by age group. 
 

2.4.1. Conclusion for Hypothesis 2 (H2) 
 
Results from chi-square analysis indicate that perceptions of skill importance in hybrid work 
environments are generally consistent across experience levels, except for communication 
skills. Employees with 6–10 years of experience tend to assign greater importance to 
communication skills, whereas those with less than 5 years of experience do not. This implies 
a need to strengthen communication skill development in less experienced employees to 
improve efficiency in hybrid models. 
 
2.5. Data analysis of Hypothesis 3 (H3) 
 
Hypothesis H3 proposes that specific challenges in hybrid work, such as technical issues, Zoom 
fatigue and the erosion of organizational culture, affect employees differently based on age and 
experience. 
 
Chi-square tests revealed that employees with up to five years of experience reported difficulties 
with engagement and motivation more frequently than those with more experience (p < 0.05). 
This group was less likely to report a lack of personal contact as a barrier compared to more 
experienced employees (also p < 0.05). Generation X reported significantly more Zoom fatigue 
than Generation Z. 
 
H3 is partially confirmed. The perception of communication barriers varies by age and 
experience, particularly in terms of motivation, personal contact and video fatigue. 
 

2.5.1. Conclusion for Hypothesis 3 (H3) 
 
The analysis reveals meaningful differences in how employees perceive communication 
challenges in hybrid environments. Employees with up to five years of experience report greater 
difficulty maintaining engagement, while older and more experienced employees are more 
sensitive to reduced personal contact. Generation X reports higher levels of video call fatigue 
than Generation Z, indicating generational differences in digital adaptability. These findings 
confirm that age and work experience significantly influence how communication barriers are 
experienced and managed in hybrid work environments. 
 
 
3. Conclusion 
 
Communication continually adapts to business processes, as demonstrated by this 
comprehensive study, which provides an expanded perspective on the hybrid work model, the 
role of digital tools in business communication, and employee adaptation. The analysis of 
Hypothesis 1 (H1) shows that among the tools examined cloud services, instant messaging, 
video conferencing platforms, and process digitization tools, only video conferencing has a 
statistically significant positive impact on communication efficiency. Despite frequent use, the 
other tools did not show a measurable relationship with communication efficiency. This finding 
emphasizes that not all tools contribute equally. Instead, the specificity and functionality of 
tools like video conferencing can significantly enhance the effectiveness of communication in 
hybrid environments. The second component of H1 variation in tool preferences by 
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sociodemographic factors showed no significant difference based on gender. However, 
generational differences were observed: Millennials more frequently use cloud-based project 
management and document-sharing platforms compared to Generation X. This suggests that 
age-related characteristics influence preferences and usage patterns, underscoring the 
importance of tailoring technological solutions to employee demographics. Therefore, H1 is 
partially confirmed, and the results suggest the need for the selective and strategic 
implementation of communication tools in hybrid organizations. 
 
The analysis of Hypothesis 2 (H2) explored the perceived importance of key skills in a hybrid 
work environment. Most skills, including digital literacy, self-management, and virtual 
teamwork, showed no significant differences in perceived importance across different work 
experience levels. However, communication skills stood out: employees with 6–10 years of 
experience viewed them as significantly more important, while those with fewer than 5 years 
of experience rated them lower. These results underscore the importance of tailoring 
professional development programs to prioritize communication skills, particularly for early-
career employees. H2 is therefore partially confirmed, reaffirming the value of continuous 
targeted upskilling in key areas for hybrid work success. 
 
Hypothesis 3 (H3) examined the barriers to effective communication in hybrid work, including 
Zoom fatigue, reduced personal contact, and challenges to motivation. Findings indicate that 
employees with up to five years of experience reported difficulties with motivation and 
engagement more frequently, but were less affected by reduced personal contact. Conversely, 
Generation X reported significantly higher levels of video conferencing fatigue compared to 
Generation Z, which may be attributed to generational differences in their ability to adapt to 
technology. These insights support the partial confirmation of H3 and highlight the nuanced 
ways in which demographic variables influence communication barriers. 
 
Effective communication is crucial for enhancing productivity, fostering engagement, and 
promoting satisfaction in hybrid work environments. In addition to enhancing communication, 
it is crucial to develop team leadership skills for managing dispersed teams and equipping them 
with the necessary tools and resources for active participation and a sense of belonging.  
 
The following strategies are proposed: 
Training and development: Implement targeted programs to build digital literacy and virtual 
communication skills, especially for younger employees focused on improving motivation and 
engagement. 
 
Personalized approach: Apply tailored strategies that consider age, experience, and industry-
specific factors to optimize productivity and engagement. 
 
Technological support: Strengthen the quality and usability of digital tools to reduce video call 
fatigue and enhance internal communication. 
Interpersonal relationships: Promote opportunities for informal interactions, which employees 
with longer work experience especially value. 
 
To ensure effective communication, organizations must regularly monitor and evaluate internal 
communication practices. Furthermore, this study recommends expanding future research by 
incorporating qualitative methods, such as structured interviews with stakeholders in hybrid 
environments. Such approaches would complement the current quantitative findings and 
provide deeper insights into employee needs and communication dynamics in hybrid models. 
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ABSTRACT 
 
Sustainable business model innovation is crucial to foster a more sustainable economy. 
However, such innovations are challenging and prior research on barriers often focuses on ex-
post analysis of successful companies and neglects systemic conditions. The article applies an 
entrepreneurial ecosystem perspective that emphasizes business model innovation as a central 
outcome of ecosystems. The qualitative study of 46 firms excavates distinct barriers pertaining 
to different elements of the entrepreneurial ecosystem and shows how they prevent sustainable 
business model innovation of value propositions, value creation, and value capture. The article 
contributes to research on the barriers of sustainability transformation and business model 
innovation and to studies on the relation between entrepreneurial ecosystem elements and 
business model innovation. 
 
Key words: Sustainability, Business Model Innovation, Entrepreneurial Ecosystem,  
                   Transformation. 
 
 
1. Introduction 
 
As the consequences of irresponsible and environmentally harmful economic activities become 
increasingly visible and tangible, the urgency for adopting more sustainable practices is gaining 
growing attention in both research and practice (Audretsch and Fiedler, 2024; Gregori et al., 
2025; Sarasvathy and Ramesh, 2019). However, to achieve sustainability, the economy needs 
to undergo fundamental transformations, especially companies with intensive emissions of 
greenhouse gases (GHG). Business model innovations as the foundation for a more wide-
ranging sustainable transformation are direly needed (Evans et al., 2017; Geissdoerfer et al., 
2018; Klein et al., 2021). Yet, one essential and still unresolved question remains: What 
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prevents many existing—often long-established—firms from transforming their business 
models to make them more sustainable? 
 
Sustainable business model innovation has emerged as a topic of increasing relevance in 
research. These innovations are challenging, and prior work has identified several critical 
barriers such as scarce financial resources, the organizational culture, or lack of appropriate 
tools (Evans et al., 2017; Schwarz et al., 2021). Interestingly, existing studies on this topic 
mostly focus on ex-post analysis of companies that successfully transformed their businesses 
(Caldera et al., 2019; Roome and Louche, 2016; Vermunt et al., 2019). As a result, companies 
that have not yet engaged in or even considered sustainable innovation are often overlooked in 
academic inquiry (Urbinati et al., 2021).  
 
In addition, prior work often neglects the systematic conditions that affect business model 
innovation. While several studies distinguish between company internal and external factors, 
these external aspects are dominantly concerned with the governmental regulations, supply 
chain management, or regional culture (Cederholm Björklund, 2018; Hina et al., 2022; Vermunt 
et al., 2019). This narrow focus potentially neglects other important factors. Collective efforts 
from various economic actors are necessary for a successful transformation. Hence, research 
increasingly calls for ecosystem perspectives as they offer a systematic engagement with a wide 
range of interrelated aspects affecting transformation (Acs et al., 2017; Gregori et al., 2025; 
Volkmann et al., 2021). Furthermore, we lack insights on how ecosystems and business model 
innovation for sustainability relate (Madsen, 2020). Based on this, we ask: “How do 
shortcomings of entrepreneurial ecosystems hinder sustainable business model innovation.” 
 
This study applies a business model perspective, whereas business models are defined as three 
interlocked components, namely value proposition, value creation, and value capture, of a focal 
firm (Bocken et al., 2014; Gregori et al., 2024; Schwarz et al., 2021). We build on 
entrepreneurial ecosystems literature that emphasize business model innovation as a central 
desired outcome of ecosystems (Ritala and Thomas, 2025; Wurth et al., 2022) and consider 
entrepreneurial ecosystems as multiple connected actors at a specific scale with a shared goal 
(Acs et al., 2017; Audretsch et al., 2022; Gregori et al., 2025; Isenberg, 2016). The study 
follows a qualitative approach. We conducted a single-case study that included interviews with 
46 GHG-intensive firms in a regional ecosystem. 
 
Our findings reveal distinct barriers pertaining to different elements of the entrepreneurial 
ecosystem and we analyze how these barriers prevent sustainable business model innovation of 
value propositions, value creation, and value capture. We contribute to 1) research on the 
barriers of sustainability transformation and business model innovation (Evans et al., 2017; 
Hina et al., 2022; Urbinati et al., 2021; Vermunt et al., 2019) and 2) research on the relation 
between entrepreneurial ecosystem elements and business model innovation (Autio et al., 2018; 
Madsen, 2020; Wurth et al., 2022). The article further presents practical implications, 
limitations, and future research directions. 
 
 
2. Theoretical framework 
 
2.1. Sustainable businesses model innovation 
 
Business models became a central concept for researching and understanding business 
transformations toward sustainability (Geissdoerfer et al., 2018). The business model refers to 
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the logic of how a company conducts business activities (Chesbrough and Rosenbloom, 2002; 
Richardson, 2008). It describes the interdependent components of a company and their 
interactions, portraying how an organization functions, and what goals it seeks to achieve 
(Geissdoerfer et al., 2018; Massa et al., 2017). 
 
Business models consist of several components that evolve around the concept of value. The 
interest in sustainability extended the notion of value to include social and ecological 
dimensions in addition to economic forms such as financial gain (Bocken et al., 2014; Gregori 
et al., 2024). Typically, three core components make up a business model. First, the value 
proposition that refers to the value that is offered by the company through the products and 
services. Initial business model research was mainly interested in customer-centric offerings, 
and thus, the unique selling proposition or the job to be done for a specific target group 
(Osterwalder et al., 2005). Sustainable business models draw attention to environmental and 
social value that do not necessarily benefit the customers directly but are aimed at a wider array 
of stakeholders (Schaltegger et al., 2016; Schwarz et al., 2021). For instance, this may include 
the proposition of reducing waste, noise, or CO2 emissions. Second, value creation entails the 
sum of key activities and resources necessary to produce and deliver the proposed value to the 
envisioned beneficiaries (Richardson, 2008). From a sustainability perspective, this component 
needs to systematically consider the stakeholder interests of all actors involved in the value 
creation process. Third, the value capture component refers to the activities that account for the 
produced value. These activities include accounting for the company’s financial gains and 
losses (Chesbrough and Rosenbloom, 2002). However, sustainable business models also raise 
the question of how companies account for environmental and social impact (Schwarz et al., 
2021). 
 
Business model innovations are crucial for improving environmental, social, and economic 
performance (Evans et al., 2017). Business model innovations can be defined as designing and 
implementing “nontrivial changes to the key elements of a firm’s BM [business model] and/or 
the architecture linking these elements” (Foss and Saebi, 2017, p. 216). Building on this, 
sustainable business model innovation can be considered as the transformation from one state 
of a business model to another or the development of a completely new business model that 
incorporates the necessary multi-stakeholder view, the creation of noneconomic and economic 
value for all stakeholders and taking a long-term perspective. 
 
2.2. Entrepreneurial ecosystems 
 
The ecosystems lens is increasingly used to analyze economic action in a specific region 
because it offers a framework to consider systemic conditions of economic phenomena 
(Thomas and Autio, 2020). In the most general form, ecosystems refer to a collective of actors 
that are interdependent and produce a desired outcome (Thomas and Ritala, 2022). This study 
is interested in business model innovation as a central outcome of a regional ecosystem. Hence, 
we build on entrepreneurial ecosystem literature since their focus on entrepreneurial activities 
and business model innovation makes them distinct from other approaches (Autio et al., 2018; 
Ritala and Thomas, 2025; Wurth et al., 2022). Thereby, entrepreneurial activity is considered 
as innovative, pro-active, and risk-taking inclinations aiming at social change that are not 
confined to new venture creation (Gregori and Holzmann, 2022; Hietschold et al., 2022). As 
environmental (and related societal) challenges increase worldwide, researchers call to 
investigate how ecosystems need to be configured to support sustainable transitions (Volkmann 
et al., 2021). For example, research explored the role of sustainability orientation of 
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entrepreneurial ecosystem actors and how it relates to the quality of institutions in a region 
(Audretsch et al., 2024). 
 
Different frameworks emerged for studying entrepreneurial ecosystems. However, we can 
observe a form of consolidation since entrepreneurial ecosystems converge towards a 
componential approach (Isenberg, 2011; Stam and van de Ven, 2021). Entrepreneurial 
ecosystems are considered to consist of different distinct elements that interact resulting in the 
desired outcome. Despite the absence of a generally agreed framework, we draw upon the six 
elements of entrepreneurial ecosystems that presents a widely adopted and influential concept 
in research and practice (Audretsch et al., 2022; Isenberg, 2011). 
 
This approach includes policy, referring to the formal institutions in a given geographical area 
including the prevailing legal framework or long-term political agendas. (Audretsch et al., 
2022). The finance pillar entails various financial resources, including venture capital, 
traditional bank loans, crowdfunding, philanthropy or private savings (Stam and van de Ven, 
2021). Furthermore, qualified human capital is crucial for entrepreneurial and innovative 
activity and this element is concerned with the relevant skills of individuals but also educational 
institutions or training programs fostering human capital (Audretsch et al., 2022). Every 
innovation must satisfy market demand, and thus, supply and demand are crucial aspects of 
every entrepreneurial ecosystem (Sussan and Acs, 2017). For physical products, distribution 
networks and logistics are also an aspect usually associated with the market element (Isenberg, 
2010). Culture is another crucial element referring to values, beliefs, and norms related to 
entrepreneurial activity. For example, culture includes tolerance of failure and risk acceptance 
or the status of innovative companies and entrepreneurs (Donaldson, 2021). Moreover, support 
factors such as basic infrastructure, power grids, internet, or transportation are crucial. Yet, this 
also entails support organizations like business incubators (Isenberg, 2011).  
 
2.3. The intersection of entrepreneurial ecosystems and sustainable business model    

  innovation 
 
While there is growing scholarly interest in the intersection of entrepreneurial ecosystems and 
business model innovation (Autio et al., 2018; Ritala and Thomas, 2025; Wurth et al., 2022), 
empirical insights in the context of sustainability remain limited. Prior work has argued that 
entrepreneurial ecosystems are needed to support sustainable business models in a region 
through the access of crucial success factors such as resources or social networks (Lit et al., 
2024; Neumeyer and Santos, 2018). Due to the increased need for ventures to cooperate with a 
wide range of stakeholders in the context of sustainability, an ecosystem perspective is a more 
appropriate conceptual tool to analyze sustainable business model innovation (Kanda et al., 
2021). A recent review has shown that institutional support programs, culture, digital 
technologies, and access to resources are prerequisites to further business model innovation and 
thus a sustainability transition (Chaudhury et al., 2023). 
 
However, aiming for a sustainable venture can also be a liability associated with many 
challenges. Other ecosystem actors might lack familiarity with sustainable business models, 
making it more difficult for sustainable ventures to acquire resources from such actors 
(Neumeyer and Santos, 2018). Hence, innovating towards more sustainable business models 
entails additional barriers including poor credibility, constrained resources, and insufficient 
institutions in the respective ecosystem (Li et al., 2024). Bauwens et al. (2024) suggest that 
system-building activities are important to circumvent such barriers and to foster collective 
benefits, but this cannot be achieved alone. Instead, networks and associations are needed to 
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2.3. The intersection of entrepreneurial ecosystems and sustainable business model    

  innovation 
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2021). A recent review has shown that institutional support programs, culture, digital 
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thus a sustainability transition (Chaudhury et al., 2023). 
 
However, aiming for a sustainable venture can also be a liability associated with many 
challenges. Other ecosystem actors might lack familiarity with sustainable business models, 
making it more difficult for sustainable ventures to acquire resources from such actors 
(Neumeyer and Santos, 2018). Hence, innovating towards more sustainable business models 
entails additional barriers including poor credibility, constrained resources, and insufficient 
institutions in the respective ecosystem (Li et al., 2024). Bauwens et al. (2024) suggest that 
system-building activities are important to circumvent such barriers and to foster collective 
benefits, but this cannot be achieved alone. Instead, networks and associations are needed to 

 
 

encourage resource sharing and enable the local entrepreneurial ecosystem. It is still a central 
question how the ecosystemic conditions and cooperation between several ecosystem actors 
shape or prevent sustainable business model innovation (Ferreira et al., 2024). 
 
 
3. Method 
 
3.1. Research context 
 
This study aims at conducting an analysis of companies in need of transformation. To identify 
such companies, we aimed for a region that is heavily affected by the objectives of the European 
Green Deal due to its existing industrial structure. The Green Deal aims to make the European 
Union a climate-neutral continent by 2050, which provided a suitable starting point for this 
study (European Commission, 2019). Specifically, we chose a region supported by the Just 
Transition Fund (JTF) for the study because the JTF only supports regions severely affected by 
the transition to a climate-neutral economy (European Commission, 2022). These are often 
former mining regions with a high proportion of heavy industry, including steel, cement, and 
chemical production. Such industries are responsible for high CO2 emissions and are therefore 
obliged to decarbonize production processes and thus to innovate their business models. 
 
3.2. Data collection 
 
To identify relevant businesses in the region, the business register from the regional chamber 
of commerce was screened. We created a shortlist of relevant and suitable companies based on 
the criteria of the JTF of the most GHG intensive industries. The inclusion criteria entailed 
firms in (1) industrial production and associated service, (2) operating locally in the region, and 
(3) active operations. 
 
Following this procedure, 158 companies were identified and classified according to their 
primary industry. All companies were contacted personally via phone and received follow-up 
information with an interview invitation. 46 companies agreed to participate in the study. That 
is 29.1% of the total population. The distribution of the analyzed companies in terms of size 
and industry is mainly consistent with the composition of the overall population. The companies 
can be categorized into small medium-sized enterprises (SMEs, less or equal 250 employees) 
and large enterprises (LEs, more than 250 employees). We conducted semi-structured 
interviews with knowledgeable members of the organizations (Gioia et al., 2013) between 
November 2021 and March 2022. The interview was conducted with the top management (e.g., 
business director or business owner) or other representatives with deep insights into the 
company. See Table 1 for an overview of the industries of the sampled companies, the number 
of interviews and their size. 
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Table 1: Overview of interview partners, their industry and company size; small and medium 
enterprises (SME): less or equal 250 employees; large enterprises (LE): more than 250 

employees 
 

Industry # of interviews Size of companies based on 
number of employees 

Abbr. 

Mechanical engineering, metal 
products, electrical systems, 
iron and steel production, 
manufacture of tubes foundries, 
vehicle construction, motor vehicles 
and motor vehicle parts,  
non-ferrous metals 

27 18 SME  
9 LE 
 

M 1-27 

Wood processing, paper and 
paperboard, printed products 
others (e.g., furniture) 

9 6 SME  
3 LE 
 

W 1-9 

Glass and glassware, ceramics, stone 
and pottery processing 

7 5 SME  
2 LE 
 

G 1-7 

Chemistry, petrochemistry and 
pharmacy 

3 1 SME  
2 LE 
 

C 1-3 

Total 46 30 SME 
16 LE 

 

 
Source: Authors 

 
In addition, we collected secondary data including homepages, sustainability reports, and press 
releases that were screened before the interviews. These proved valuable in better 
understanding the context of the companies and sustainability measures the interview partners 
referred to. One average the interviews lasted approximately one hour (min: 35min; max: 95 
min). All interviews were recorded and transcribed. 
 
3.3.  Data analysis 
 
The empirical study followed recommendations for category development based on thematic 
analysis (Braun and Clarke, 2013). In a first step, we coded different barriers close to the 
information provided by our interviewees. This resulted in an extensive list of codes based on 
excerpts from the raw data. Subsequently, we compared these codes with one another to further 
summarize similar statements. We then used elements of entrepreneurial ecosystems (e.g., 
finance, market, policy) to organize the developed codes. Subsequently, we categorized the 
codes into sub-components of each of the ecosystem elements. For instance, we used the 
ecosystem element “policy” as a sensitizing frame for deriving different sub-components (e.g., 
political leadership and legal framework) that we used to aggregate the codes. Figure 1 provides 
an overview of the data structure.  
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Figure 1: Data Structure 
 

 
 

Source: Authors 
 
In the next step, we related the entrepreneurial ecosystem elements to the three business model 
components: value proposition, value creation, and value capture. We did this to portray how 
the different aspects of the entrepreneurial ecosystem potentially hinder a substantial change in 
the business model components. 
 
 
4. Findings 
 
We identified several perceived barriers on an entrepreneurial ecosystem level that affect 
companies in their efforts to innovate their business model towards more sustainable states. 
Figure 2 provides an overview of how the entrepreneurial ecosystem elements and the perceived 
shortcomings prevent substantial changes to business models. In the following, we describe 
these findings in detail.
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Regarding regional policy, informants pointed towards a lack of political leadership to support 
the necessary changes, which predominantly concerns the value creation dimension. For 
example, M5sme stated that “it is necessary, that [the regional government] takes a clear 
standpoint”. Findings point out the lack of political measures and know-how at various levels. 
One interviewee, for instance, described that his company took part in a sustainability program 
and “implemented measures, while the responsible public administration office was not even 
aware that these measures are necessary” (W9sme). The unpredictability of political 
development on a national and international level was also mentioned resulting in uncertainty 
and non-transparency about how the situation for the individual businesses will develop (e.g., 
M10sme). 
 
The informants perceived the legal framework very differently. Some argue that the legal 
specifications are not suitable for supporting sustainability (e.g., C1le). Others criticize that 
there are too many legal specifications (e.g., G1sme, M4le, M22le) such as in the case of C2sme 
that experiences the pressure of the “watchful eye of the authorities” in the chemical industry. 
Challenging authorization and long permission processes (e.g., construction permits) were also 
mentioned in this regard. For instance, an informant reported that their company was waiting 
over a year for permits to install photovoltaic to make their value creation more sustainable 
(e.g., M3sme). Another group of interviewees argued that there are not enough legal 
specifications to enforce positive changes (e.g., M11sme, M13sme, W6sme). An informant 
stated that the transition towards sustainability is a "question where I haven't given much 
attention yet, and I haven't had the time and […] not the pressure to do it at all." As such, he 
doesn’t feel the need to change anything. On a similar note, the companies argued that the 
politically enforced environmental certifications are meaningless because such a system is more 
likely to lead to fraud than to real change in companies (e.g., G4sme, W9sme). 
 
One of the most discussed aspects was finance. However, financial support for sustainable 
business model innovation was mainly related to government financing, and thus, subsidy 
policy. Hence, similar to the legal framework, there were again different opinions concerning 
the arrangement of financial support and related policies. While some companies argued that 
subsidies are too high resulting in too much political intervention in several aspects of business 
development (e.g., M11sme), others lamented a lack of subsidies for their specific needs 
pointing out that the budget is quickly exhausted. Producing greener energy to improve value 
creation was again mentioned as an example by informants (e.g., M12sme, M4le). Others also 
referred to the lack of financial resources to support digitalization of logistics (e.g., G1sme). 
Generally, the guidelines for getting subsidies are often considered unsuitable (e.g., M10le). 
However, to overcome financial barriers informants emphasized the dependency on subsidies 
to relieve their revenue mechanism. Yet, applying for and processing such subsidies is costly 
as well (e.g., G1sme). 
 
Moreover, interviewees criticized the available human capital in the region, which affected 
their value creation activities. In a large part of the interviews, it became evident that a lack of 
qualified employees and workforce within the region that has the necessary knowledge for 
sustainability transformation presents a major barrier (e.g., M1sme, M2sme, W2sme, M24sme). 
It is also difficult to get these individuals from other parts of the country or from abroad because 
the region is perceived as not very attractive compared to others (e.g., W2sme, M1sme, M9sme, 
G3sme). In addition, there is a lack of suitable regional educational institutions that might be 
able to circumvent the human capital problem. For example, M13sme explained that the region 
lacks education about sustainability topics such as recycling, which also entails technical 
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expertise. In addition, additional key partners that offer core technologies would be direly 
needed (e.g., M2sme, G6le). 
 
Concerning markets, informants point out several crucial challenges. These challenges prevent 
them from changing their value creation such as leveraging more sustainable production inputs, 
which also affects their value proposition. In general, companies perceived the market 
development of their industries as uncertain (e.g., M15le, G6le). They further highlighted the 
fear of local market distortion, mentioning that firms from other regions with different legal 
systems can offer cheaper products since they do not have to adhere to the same environmental 
regulations (e.g., C3le, G3sme, G6le, M7sme, M10le). Moreover, the market for sustainable 
production inputs is problematic for many of the interviewed companies, as they are lacking 
access to sustainable production inputs. In the case of the analyzed ecosystem this becomes 
especially apparent for three raw materials: cement (e.g., G4sme, G5sme, G6le), steel (e.g., 
M1sme, M5sme, M20sme) and plastic (e.g., M2sme, M25le). In addition, there are no 
substitutes for these raw materials (e.g., G5sme). Mostly, regional or European producers of 
more sustainable production inputs are non-existent (C1le, G3sme, M5sme, M6le, M7sme, 
W6sme). The lack of alternatives increases companies’ dependency on available key partners, 
for instance, in transportation (e.g., G1sme, W9sme) or specific material suppliers (e.g., M4le, 
M10le, G5sme, W9sme), which in turn decreases the possibility for innovating the value 
creation. Even if substitutes are possible, this would result in a fundamental change in the 
composition of the material and ultimately to worse quality (e.g., C1le). Hence, changing the 
product to be more sustainable would lead to a diminished value proposition concerning other 
values such as quality and convenience.  
 
Regarding culture, societal awareness of sustainability was the core barrier to innovating value 
propositions. The mentioned aspects are closely related to the demand side of the regional 
market. Informants referred to the lack of awareness concerning the need to reduce GHG (e.g., 
G7le, C1le) and concerning the energy transition and its consequences (e.g., C3le). For instance, 
C3le states that people don’t know what such changes would mean for how we live and work 
together. Similarly, the companies also recognized society's unwillingness to change their 
consumption behavior (e.g., G7le). Hence, the informants argued that this hinders changes of 
their value propositions because there is no customer need for sustainable products. For 
instance, they mentioned the lack of demand for products with reduced CO2 emissions (e.g., 
C1le, G4sme, M1sme, M22le). In some cases, the customers implicitly demand unsustainable 
products as they often voice wishes for product specifications that lead to more waste, 
unrecyclable material, or emissions (e.g., W2sme). The interviewees further emphasized this 
point by arguing that regional culture is slow in changing its values in this regard (e.g., 
M19sme).  
 
The support dimension highlights challenges concerning technology, transport, infrastructure, 
and support organizations. Some companies pointed towards technological barriers that hinder 
them from implementing sustainable solutions and changing their value creation. Many 
urgently needed technologies are still in the launch or even testing stage and not ready for 
industrial use (G7le). W6sme argues that they have been aiming to replace diesel generator with 
green alternatives for a long time, but this is illusory for their purposes. Companies argue that 
sustainable technology is not yet mature (e.g., M12sme, W1sme). Another issue is the 
insufficient climate-friendly transportation infrastructure in the region (M13sme). Thus, 
transportation becomes a cost factor, where paying for sustainable alternatives is considered 
nearly impossible (e.g., G1sme). Informants also criticized the underdeveloped infrastructure 
for green energy (e.g., G7le) and were concerned about the rising demand for green energy that 
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cannot be provided (C3le, G3sme, G6le, G7le, W3le). Relatedly, the costs of green energy and 
electricity are considered too high and, together with transportation expenses, negatively affect 
value capture (e.g., M4le, M17sme). Moreover, the region needs additional support 
organizations such as consultancies that provide expert knowledge for sustainable business 
model innovation to circumvent costly and often unsuccessful trial-and-error processes (e.g., 
M4le, M15le, M18le, M25le).  
 
 
5. Discussion 
 
5.1. Theoretical implications 
 
Our findings offer two contributions. First, we contribute to research on the barriers of 
sustainability transformation and business model innovation (Evans et al., 2017; Hina et al., 
2022; Urbinati et al., 2021; Vermunt et al., 2019). Second, we offer an improved understanding 
of how entrepreneurial ecosystem elements affect business model innovation (Autio et al., 
2018; Madsen, 2020; Wurth et al., 2022). 
 
Our framework provides a meaningful extensions of prior findings that addressed the internal 
and external barriers of firms in the context of sustainable business model innovation (e.g., 
Cederholm Björklund, 2018; Evans et al., 2017; Hina et al., 2022). By leveraging an 
entrepreneurial ecosystems approach, our study foregrounds aspects that have thus far received 
limited scholarly attention, such as infrastructure related to green energy and regional 
transportation systems (Hina et al., 2022). For many of our informants, sustainability is 
primarily perceived as a cost factor. While this is not surprising per se, the lack of business 
cases for sustainability that create multiple forms of value without compromising financial 
success (Gregori and Holzmann, 2020; Schaltegger et al., 2019) is problematic. This finding 
points to the urgent need for altered systemic conditions that can better support sustainable 
business model innovation. 
 
Many of the identified barriers – particularly those related to policy, finance, culture, and 
support – imply regional inertia. For instance, according to the informants, societal awareness 
of regional customers is a crucial challenge in innovating value propositions, and that this 
situation is unlikely to improve in the near future. Similarly, bureaucratic delays in obtaining 
permits for sustainable energy solutions were cited as a significant challenge. We argue that 
such challenges provide a starting point where entrepreneurship research can contribute to the 
discussion of sustainable transitions. Instead of framing ecosystems as supportive contexts, we 
should be more interested in how we can produce ecosystems that are entrepreneurial actors in 
their own right – capable of collectively establishing values and facilitating sustainability 
transformations (Gregori et al., 2025). Achieving this, however, requires the involvement of 
not only firms and entrepreneurs, but also proactive, innovative, and risk-taking policy makers, 
educational institutions, civil society actors, financial intermediaries, and support organizations. 
 
Recent research has highlighted the importance of exploring the link between entrepreneurial 
ecosystems and business model innovation (Ritala and Thomas, 2025; Wurth et al., 2022). In 
addition, it has argued for the importance of investigating the microfoundations of 
entrepreneurial ecosystem, that is, how individual actors engage with the ecosystem they are 
embedded in (Wurth et al., 2022). By exploring a wide range of firms and relating their 
perception of ecosystem barriers to business model components, we identify novel challenges 
that result from the systemic conditions of the ecosystem. For instance, we find that the 
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configuration of policy subsidies and the availability of regional collaboration partners creates 
dependencies that hinder substantial innovation in firms’ value creation activities.  
 
Another crucial insight emerging from our data is the heterogeneity in the interpretation of 
ecosystem elements such as in the area of finance and public policy. Our findings show that 
companies hold divergent perceptions concerning, for example, the availability and utility of 
policy subsidies and the degree of political intervention. It remains unclear whether these 
differences stem from a lack of information about systemic conditions or if firms engage with 
different elements of the ecosystem. Regardless of their origin, these perceptions are highly 
consequential, as they shape firms’ willingness and capacity to engage in sustainable business 
model innovation. Thus, ecosystem research is well advised to investigate the roots of such 
perceptual divergence more systematically. 
 
Furthermore, sustainability transitions demand system-level solutions that include a wide array 
of stakeholders (George et al., 2024; Sarasvathy and Ramesh, 2019). Our findings align with 
this assertion but also highlight the problem of responsibility attribution. The informants 
reported to feel constrained in their possibilities and aspirations because of conditions external 
to the firm. Many of them further argued that they do not have direct control over the ecosystem 
configuration, such as in the case of a lack of societal awareness, insufficient educational 
programs, insufficient regional infrastructure, or a lack of support organizations. At the same 
time, this raises important questions about who is responsible for changing and adapting these 
ecosystem elements. Addressing this issue constitutes a critical avenue for future research. 
 
5.2. Practical implications 
 
Our findings also offer valuable practical implications for firms and policymakers. With the 
JFT and its 17 billion Euro budget, the European Commission is charting a course for 
sustainable transformation at the supranational level. However, such supranational initiatives 
must not overlook the importance of regional perspectives (European Commission, n.d.), which 
need to be meaningfully integrated into the superordinate measures. In this regard, our 
framework provides policymakers with a tool for analyzing regional conditions and their 
connection to sustainable business model innovation.  
 
In conjunction with existing literature, the ecosystem-related barriers identified in this study 
offer actionable insights for practitioners aiming to develop and transform both businesses and 
ecosystems. Understanding these barriers and pitfalls is critical for devising effective solutions, 
building productive networks, and fostering support among the various actors within the 
ecosystem. 
 
Furthermore, the present study highlights the need for intermediary organizations that connects 
ecosystem actors by sharing knowledge and fostering and improving collaboration (Goswami 
et al., 2018). Challenges such as confusing policy landscapes, lack of know-how, consulting, 
and similar aspects, can be tackled by such an intermediary organization. Intermediaries aim to 
create networks between companies and their stakeholders, politics and public administration, 
universities and research centres, and society and media. Once these networks are established, 
through exchange between and cooperation among these actors, many of the identified barriers 
can be mitigated. Our framework can offer a starting point to create intermediary organizations 
that are tailored to the needs of the respective region. 
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can be mitigated. Our framework can offer a starting point to create intermediary organizations 
that are tailored to the needs of the respective region. 
 

 
 

6. Limitations and future research 
 
This study is subject to several limitations, which at the same time offer promising directions 
for future research. Although we contacted all eligible regional companies, a substantial number 
chose not to participate. Consequently, our findings may be affected by a self-selection bias, as 
participating firms may have been more interested or engaged in sustainability issues than those 
who declined. Companies that did not take part in the study might experience distinct barriers 
or hold alternative perceptions of the regional entrepreneurial ecosystem, which could yield 
additional insights. 
 
Moreover, our study focuses on sustainable business model innovation at the level of individual 
firms. While this perspective is central, entrepreneurial ecosystems are inherently multi-actor 
systems that include not only firms, but also policy makers, educational institutions, support 
organizations, and civil society actors. Future research should therefore seek to broaden the 
empirical base by incorporating a more diverse set of stakeholder perspectives. Although such 
a task is methodologically demanding, it may be supported using archival data, policy 
documents, or network analyses to complement qualitative interviews. 
 
Finally, our work highlights the different perceptions of ecosystem actors and raises questions 
of responsibility for transforming business and, thus, the region. Investigating different 
responsibilities in entrepreneurial ecosystems is an important research direction that can 
provide new insights into the necessary transformation toward sustainability. 
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ABSTRACT 
 

Developing leadership skills should become a crucial part of the educational process, 
especially in light of rapid social and technological changes. This paper explores the role of 
extracurricular and out-of-school activities in the development of leadership skills among 
students, highlighting their importance in strengthening teamwork, decision-making, and 
communication skills.  
The paper presents the results of a review of scientific literature published in relevant scientific 
databases (Scopus and Web of Science) with the aim of identifying peer-reviewed scientific 
papers from 2015 to 2025 on the acquisition of leadership skills through continuous student 
participation in extracurricular activities. Research shows that participation in such activities 
positively impacts academic success, increases social connectivity, and contributes to the 
development of competencies, self-confidence, innovation, responsibility, and entrepreneurial 
spirit in students. Activities organized within sports and debate clubs, projects, mentorship 
programs, and volunteering provide participatory learning, which encourages the development 
of initiative and strategic thinking, while also enhancing the self-confidence necessary for 
successful leadership. Participation in these activities helps students take responsibility and 
make decisions in changing environments, preparing them for various professional challenges. 
Despite the benefits, there are also challenges, such as unequal access to extracurricular and 
out-of-school activities for all students, overloaded school curricula, and insufficient 
institutional support and intersectoral collaboration in the development of leadership skills. 
The paper emphasizes the importance of including activities that foster leadership skills in 
normative and strategic development documents at all levels of the education system. Therefore, 
there is a need for continuous educational reforms, improvements in school curricula, as well 
as the development of teachers' professional competencies to enable students to gain quality 
leadership experiences. Systematic support, continuous development, and the creation of an 
encouraging environment for students can significantly contribute to the development of future 
leaders who will be ready to face the challenges of modern society. 
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1. Introduction 
 
Extracurricular and out-of-school activities are an integral part of the educational process and 
play a key role in the academic, social, and personal development of students, enabling them to 
broaden their knowledge, acquire new skills, and explore their interests. The National 
Educational Standard for the Primary Education System (2008) defines extracurricular 
activities as organized school activities in which students voluntarily participate, based on their 
interests, and which take place outside the regular school curriculum. Their value lies in 
encouraging creativity, developing individual skills, strengthening initiative, and creating a 
stimulating environment in which students can more freely express their ideas and develop 
collaborative skills. Every school is obliged to organize extracurricular activities according to 
the interests and needs of students, as regulated by the Law on Education in Primary and 
Secondary Schools and the Regulation on Education (Šiljković, Rajić, & Bertić, 2007). 
Research results show a strong link between participation in extracurricular activities and 
academic success, with a positive correlation found with better grades, a higher likelihood of 
enrolling in higher education institutions, and a stronger sense of belonging to the school 
community (Broh, 2002). Additionally, participation in school sports teams, music groups, and 
academic clubs contributes to the development of self-confidence, work habits, responsibility, 
and social competence, which are key factors for academic and career success (Marsh & 
Kleitman, 2003). Besides extracurricular activities, students often spend their free time 
participating in various forms of out-of-school activities, including music and dance schools, 
foreign language schools, sports clubs, cultural and artistic societies, thematic societies, and 
various workshops. Puževski (2002) points out that out-of-school activities include school 
educational activities outside formal class hours, as well as programs organized by community 
organizations, which allow participation not only of students but also other members of the 
local community. Out-of-school activities enable students to participate in a broader social 
network, thus developing a sense of responsibility, adaptability, and cooperation, which is 
essential for their future academic and professional success. Cindrić (1992) defines out-of-
school activities as organized programs conducted by institutions, associations, or clubs outside 
the school system, independently or in cooperation with the school, with their particular value 
being the encouragement of social integration and empowering students for active participation 
in the community. Research shows that students most often engage in sports activities, learning 
foreign languages, and music activities, while literary and drama activities are represented to a 
lesser extent (Ilišin, Marinović-Bobinac, & Radin, 2001). Out-of-school activities enable 
students to participate in a broader social network, thus developing a sense of responsibility, 
adaptability, and cooperation, which is essential for their future academic and professional 
success. Cindrić (1992) defines out-of-school activities as organized programs conducted by 
institutions, associations, or clubs outside the school system, independently or in cooperation 
with the school, with their particular value being the encouragement of social integration and 
empowering students for active participation in the community. 
 
The pedagogical and psychological aspects of extracurricular and out-of-school activities 
highlight their importance in the development of students’ socio-emotional skills and the 
prevention of risky behaviors. According to Brown and Evans (2002), student involvement in 
school clubs and organizations helps positive personality development and reduces the 
likelihood of deviant behavior patterns, while Duncan (1996) emphasizes that these activities 



198 14th INTERNATIONAL SCIENTIFIC CONFERENCE

allow students to discover their own potential, strengthen character, develop social 
competencies, and establish quality relationships with adults outside the family environment.  
Given the long-term benefits of extracurricular and out-of-school activities, educational 
institutions must systematically develop and improve programs that enable students to develop 
key skills in a stimulating and structured environment. Systematic integration of these activities 
into the education system contributes not only to academic success but also to the development 
of emotional intelligence, leadership skills, and a sense of social responsibility, which are 
recognized skills in the contemporary educational and professional context (Jones & Iredale, 
2010). 
 
Extracurricular activities have been linked to improved academic performance and the 
acquisition of complementary skills. For instance, participation in these activities can lead to 
higher grade point averages and better educational outcomes (Buckley & Lee, 2018; Marsh, 
1992). Additionally, extracurricular activities are associated with the development of self-
regulatory mechanisms that support academic success and emotional well-being (Guilmette, 
Mulvihill, Villemaire-Krajden, & Barker, 2019). Beyond academics, extracurricular activities 
contribute to emotional well-being and social development. They provide a platform for 
students to form and regulate goals, which are crucial for success and well-being during the 
transition to adulthood (Guilmette et al., 2019). Participation in extracurricular activities can 
also mitigate the negative effects of discrimination and enhance psychological health, 
particularly for underrepresented students (Billingsley & Hurd, 2019). Extracurricular activities 
offer significant benefits for disadvantaged youth, although participation rates may vary based 
on socioeconomic status, race, and other factors. These activities can provide greater benefits 
to disadvantaged youth, depending on the type of activity and the individual's risk status (Heath, 
Anderson, Turner, & Payne, 2018). Participation in extracurricular activities fosters a greater 
sense of connection to school, which is a predictor of school success and positive student 
behavior (Brown & Evans, 2002). Extracurricular activities also play a role in identity 
formation and attachment to non-familial adults, which can influence educational and 
behavioral outcomes (Eccles, Barber, Stone, & Hunt, 2003). While many studies highlight the 
positive associations between extracurricular activities and various outcomes, some research 
suggests that these associations are not necessarily causal. Methodological differences and 
assumptions in theoretical explanations can lead to seemingly contradictory results (Shulruf, 
Tumen, & Tolley, 2008; Hunt, 2005). However, the overall evidence supports the notion that 
extracurricular activities are beneficial extensions of the traditional curriculum, contributing 
positively to a wide range of student outcomes (Marsh, 1992). By participating in various 
activities, students (through play and in a fun way) build new or change old attitudes, create 
positive emotions and a sense of belonging, and learn leadership and public speaking skills, 
critical thinking, tolerance, and teamwork (Mlinarević & Brust Nemet, 2012). 
 
 
2. The Importance of Developing Students’ Leadership Skills 
 
Leadership skills are part of entrepreneurial competencies that are included in all European 
national curricula as one of eight key competencies (Šutalo, 2011). Leadership is defined in 
various ways, but more and more research focuses on a relational approach, where leadership 
is not limited to formal or elected positions. Komives et al. (2006) describe leadership as a 
dynamic relational construct in which anyone can be a leader. Leadership is now recognized as 
a key skill necessary for personal and professional success, especially in the context of 
accelerated social and technological change. Through the development of leadership skills, 
individuals acquire abilities such as teamwork, decision-making, and effective communication, 



199REGION, ENTREPRENEURSHIP, DEVELOPMENT

allow students to discover their own potential, strengthen character, develop social 
competencies, and establish quality relationships with adults outside the family environment.  
Given the long-term benefits of extracurricular and out-of-school activities, educational 
institutions must systematically develop and improve programs that enable students to develop 
key skills in a stimulating and structured environment. Systematic integration of these activities 
into the education system contributes not only to academic success but also to the development 
of emotional intelligence, leadership skills, and a sense of social responsibility, which are 
recognized skills in the contemporary educational and professional context (Jones & Iredale, 
2010). 
 
Extracurricular activities have been linked to improved academic performance and the 
acquisition of complementary skills. For instance, participation in these activities can lead to 
higher grade point averages and better educational outcomes (Buckley & Lee, 2018; Marsh, 
1992). Additionally, extracurricular activities are associated with the development of self-
regulatory mechanisms that support academic success and emotional well-being (Guilmette, 
Mulvihill, Villemaire-Krajden, & Barker, 2019). Beyond academics, extracurricular activities 
contribute to emotional well-being and social development. They provide a platform for 
students to form and regulate goals, which are crucial for success and well-being during the 
transition to adulthood (Guilmette et al., 2019). Participation in extracurricular activities can 
also mitigate the negative effects of discrimination and enhance psychological health, 
particularly for underrepresented students (Billingsley & Hurd, 2019). Extracurricular activities 
offer significant benefits for disadvantaged youth, although participation rates may vary based 
on socioeconomic status, race, and other factors. These activities can provide greater benefits 
to disadvantaged youth, depending on the type of activity and the individual's risk status (Heath, 
Anderson, Turner, & Payne, 2018). Participation in extracurricular activities fosters a greater 
sense of connection to school, which is a predictor of school success and positive student 
behavior (Brown & Evans, 2002). Extracurricular activities also play a role in identity 
formation and attachment to non-familial adults, which can influence educational and 
behavioral outcomes (Eccles, Barber, Stone, & Hunt, 2003). While many studies highlight the 
positive associations between extracurricular activities and various outcomes, some research 
suggests that these associations are not necessarily causal. Methodological differences and 
assumptions in theoretical explanations can lead to seemingly contradictory results (Shulruf, 
Tumen, & Tolley, 2008; Hunt, 2005). However, the overall evidence supports the notion that 
extracurricular activities are beneficial extensions of the traditional curriculum, contributing 
positively to a wide range of student outcomes (Marsh, 1992). By participating in various 
activities, students (through play and in a fun way) build new or change old attitudes, create 
positive emotions and a sense of belonging, and learn leadership and public speaking skills, 
critical thinking, tolerance, and teamwork (Mlinarević & Brust Nemet, 2012). 
 
 
2. The Importance of Developing Students’ Leadership Skills 
 
Leadership skills are part of entrepreneurial competencies that are included in all European 
national curricula as one of eight key competencies (Šutalo, 2011). Leadership is defined in 
various ways, but more and more research focuses on a relational approach, where leadership 
is not limited to formal or elected positions. Komives et al. (2006) describe leadership as a 
dynamic relational construct in which anyone can be a leader. Leadership is now recognized as 
a key skill necessary for personal and professional success, especially in the context of 
accelerated social and technological change. Through the development of leadership skills, 
individuals acquire abilities such as teamwork, decision-making, and effective communication, 

which are crucial not only for academic success but also for later contributions to the 
community and professional careers (Jones & Iredale, 2010). 
 
These skills are further developed through extracurricular and out-of-school activities, where 
participants take responsibility, collaborate in teams, and face the challenges of a dynamic 
environment. Developing leadership skills in students is a crucial aspect of their personal and 
educational development, and participation in extracurricular and out-of-school activities 
provides them with the opportunity to gain practical experience in leadership, collaboration, 
and strategic decision-making. 
 
Leadership skills can be defined as a complex set of abilities, attitudes, and behaviors that 
enable individuals to take initiative, effectively manage team processes, make responsible 
decisions, and positively influence the peer community (Kouzes & Posner, 2017). Skills that 
make a young leader successful include developed communication skills, which involve clear 
and reasoned expression of thoughts, active listening, and providing constructive feedback. 
Additionally, the ability to make analytical and strategic decisions is key, through which 
students evaluate different options, identify optimal solutions, and implement them (Rahayu & 
Dong, 2023). 
 
Self-awareness and self-confidence also contribute to their preparation for leadership roles, as 
awareness of their strengths and areas for development encourages autonomous action, 
responsible resource management, and initiating changes in the school and wider community. 
Since leadership is inseparable from teamwork, collaboration with different groups encourages 
students to effectively coordinate joint activities, constructively resolve conflicts, and 
appreciate a plurality of perspectives (Broh, 2002). It is especially important to develop a sense 
of responsibility and consistency in fulfilling obligations, thereby strengthening the credibility 
and integrity of students in the role of leader. 
 
Empathy, as an integral part of emotional intelligence, enables young leaders to understand and 
recognize the needs of others, which helps create a supportive and inclusive community and 
provide support to their peers in difficult situations. Furthermore, creativity and innovation are 
key elements of modern leadership, as they enable the generation of original solutions, 
adaptation to changing circumstances, and the promotion of positive changes in the educational 
and social context. By systematically developing these skills through experiential learning and 
practical challenges, students are profiled as responsible and inspiring future leaders, ready to 
act effectively in complex dynamic environments (Rocco & Griffin, 2015). 
 
 
3. Development of Leadership Skills in Students and Teachers Through Continuous 
Participation in Extracurricular Activities 
 
Extracurricular activities are a key element in the development of a student’s cognitive and 
socio-emotional skills, offering the opportunity to improve skills that go beyond the framework 
of formal education. By participating in various forms of extracurricular engagement, including 
those aimed at developing leadership skills, students gain experiences that enable effective 
communication, collaboration, decision-making, and taking responsibility. These skills play an 
important role in their academic success and later professional development (Bayudan, Linis, 
Villar, Padilla, Francisco, Ayagan, & Limos-Galay, 2024). 
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Furthermore, longitudinal studies show a long-term link between participation in 
extracurricular activities and career success. Students who actively participate in extracurricular 
programs are more likely to develop communication and leadership skills that employers highly 
value (Gerber, 1996). Research also confirms that participation in extracurricular activities is 
associated with increased occupational mobility, career advancement, and a higher standard of 
social life and engagement in adulthood (Mahoney, Cairns, & Farmer, 2003; Zaff, Moore, 
Romano, & Williams, 2003). In addition, students who take on leadership roles in organizations 
and projects develop key skills in coordinating and delegating tasks, preparing them for 
complex managerial roles in the future (Dhanmeher, 2014). Team management, strategic 
planning, and conflict resolution are integral parts of their experience, enabling them to acquire 
key skills for their professional and personal development. Extracurricular activities like sports 
activities, volunteering, and project-based initiatives contribute to the development of students' 
leadership skills by promoting teamwork, responsibility, communication, and decision-making 
abilities. Team sports such as football, basketball, or volleyball develop cooperation skills, 
strategic planning, and quick decision-making under pressure (Hancock, Adler, & Côté, 2013; 
Camiré, Trudel, & Forneris, 2012). Regular participation in competitions encourages: 
communication skills through coordination with teammates; emotional intelligence in resolving 
team conflicts; responsibility towards shared goals. Leading student councils or organizing 
humanitarian actions enables: gaining experience in project planning and budget management 
(Dugan & Komives, 2010); developing persuasive skills through public speaking (Kouzes & 
Posner, 2017), and building empathy through direct contact with social issues (Astin & Sax, 
1998). Working in robotics teams or scientific associations fosters: critical thinking through 
solving complex problems (Fischer, Rohde, & Wüst, 2020); innovation in finding creative 
solutions, and presentation skills when presenting results to a professional audience (Soria, 
Nobbe, & Fink, 2013). 
 
Leadership competencies are strengthened through: practical experience – real challenges 
require the application of theoretical knowledge in dynamic situations (Kouzes & Posner, 
2017); mentorship – experienced activity leaders provide feedback and model optimal strategies 
(Dugan & Komives, 2010), and reflective practice – systematic evaluation of one's 
achievements and shortcomings through journals or group analyses (Fischer, Rohde, & Wüst, 
2020). Key competencies developed include the ability to motivate a team, strategic thinking, 
time management, and adaptability to change. Recent studies emphasize that continuous 
participation and an interdisciplinary approach to activities contribute most to building leaders 
(Soria, Nobbe, & Fink, 2013; Hancock, Adler, & Côté, 2013). 
 
 
4. Challenges and Obstacles in the Development of Leadership Skills 
 
Developing leadership skills is one of the key aspects of modern education, but despite well-
known benefits, students face many challenges that can limit their potential. One of the biggest 
obstacles is unequal access to quality extracurricular activities, especially for students from 
families with lower socioeconomic status. Limited resources and financial barriers can 
significantly reduce opportunities to participate in programs that foster leadership development, 
which in turn can affect the professional and academic success of these students (Rahayu & 
Dong, 2023). Leadership development enhances both professionally oriented and self-centric 
aspects of a student's personality, contributing to their success and competitiveness (Zhou, 
Anishchenko, Vasylenko, Iaremenko, & Fomin, 2021). Leadership skills foster responsibility, 
decision-making, and adaptability, preparing students to effectively engage with society and 
manage projects (Aitzhanova & Zhumabay, 2021; Tojiboeva, 2020). 
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4. Challenges and Obstacles in the Development of Leadership Skills 
 
Developing leadership skills is one of the key aspects of modern education, but despite well-
known benefits, students face many challenges that can limit their potential. One of the biggest 
obstacles is unequal access to quality extracurricular activities, especially for students from 
families with lower socioeconomic status. Limited resources and financial barriers can 
significantly reduce opportunities to participate in programs that foster leadership development, 
which in turn can affect the professional and academic success of these students (Rahayu & 
Dong, 2023). Leadership development enhances both professionally oriented and self-centric 
aspects of a student's personality, contributing to their success and competitiveness (Zhou, 
Anishchenko, Vasylenko, Iaremenko, & Fomin, 2021). Leadership skills foster responsibility, 
decision-making, and adaptability, preparing students to effectively engage with society and 
manage projects (Aitzhanova & Zhumabay, 2021; Tojiboeva, 2020). 

Also, the school environment often does not provide students with adequate opportunities to 
take responsibility and develop leadership abilities. Overly hierarchical educational systems, in 
which students do not actively participate in decision-making or managing school activities, 
can reduce their motivation and leadership skills (Mawaddah et al., 2022). According to 
Marušić (2007), 70% of students do not receive enough encouragement to propose new ideas, 
suggest new solutions to problems, or self-assess their own work. The lack of participation in 
school structures makes it difficult for students to develop key leadership skills, such as 
strategic thinking, teamwork, and decision-making in complex situations. 
In addition to structural obstacles, students who take on leadership roles often face the challenge 
of balancing academic and extracurricular obligations. Intensive involvement in extracurricular 
activities can lead to increased cognitive load, which can negatively affect their academic 
success (Amez, Baert, & Heydencamp, 2021). In such a context, time management and 
prioritization become essential skills, further developing students’ organizational and self-
regulation abilities. 
 
Research results show that 70% of teachers employed in Croatian primary schools believe they 
are not sufficiently trained to develop entrepreneurial competencies, although they are key to 
their formation (Marušić, 2007). Teachers' education and professional development are 
necessary to encourage students' creativity, innovation, and leadership skills. 
To overcome these challenges, schools must implement targeted mentoring programs in 
extracurricular activities, providing students with systematic support in developing their 
leadership skills (Bayudan et al., 2024). Furthermore, school administrations should regularly 
hold seminars and workshops on leadership to help students build self-confidence and develop 
practical leadership skills (Tucci, Tong, Chia, & DiVall, 2019). There is also a need to provide 
more opportunities for practical leadership experience, as theoretical learning without concrete 
application in real-life situations can limit the development of students’ skills and self-
confidence (Shakil & Denny 2024). 
 
Ultimately, developing students' leadership skills requires systematic adaptation of educational 
policies that enable equal access to extracurricular activities, create a stimulating environment 
for student leaders, and provide necessary support through mentoring programs and practical 
leadership opportunities. 
 
 
5. Methodology 
 
5.1. Research Aim and Questions 
 
The paper presents the results of a review of scientific literature published in relevant scientific 
databases (Scopus and Web of Science) with the aim of identifying peer-reviewed scientific 
papers from 2015 to 2025 on the acquisition of leadership skills through continuous student 
participation in extracurricular, and out-of-school activities. The following research questions 
arise from the research aim: 
 

RQ1: Which extracurricular and out-of-school activities contribute most to the 
development of leadership skills? 
RQ2: Are there studies that have established a positive correlation between leadership 
and continuous participation in extracurricular, and out-of-school activities among 
students? 
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5.2. Procedure, Sample, and Research Instrument 
 
A systematic review of the literature on the acquisition of leadership skills by students through 
participation in extracurricular, and out-of-school activities followed the recommendations of 
a multi-phase approach for systematic reviews (Mangaroska & Giannakos, 2019). The 
systematic review was conducted in three phases: identification of relevant scientific papers in 
the Scopus and Web of Science databases published from 2015 to 2025, review of abstracts, 
and review of full papers. In the first phase, the following keywords were searched individually 
and in combination: student leadership skills, extracurricular activities, and out-of-school 
activities. A total of 28 papers containing these keywords were found. However, through further 
selection aligned with the research questions and studies in the field of education, 17 papers 
were chosen. These papers come from the field of education and from English-speaking 
countries and include empirical research. In the second phase, the main findings of each study 
were analyzed to identify key conclusions regarding the development of leadership skills in 
students through continuous participation in extracurricular and out-of-school activities. 
 
 
6. Research Results and Discussion 
 
The qualitative analysis includes 17 scientific papers that meet the search criteria and focus on 
the development of leadership skills among students through participation in extracurricular 
and out-of-school activities. All papers were selected from educational contexts in English-
speaking countries and contain empirical research. The aim of the analysis was to identify key 
insights into how extracurricular activities contribute to the development of leadership 
competencies and which practices are most effective within educational systems (Table 1). 
 

Table 1: Tabular Overview of Key Studies 
 

Author(s) and Year Key Research Points Conclusions 
Feraco, Resnati, 
Fregonese, Spoto, & 
Meneghetti (2021) 

Connection between soft skills 
and academic success 

Extracurricular activities positively 
influence leadership skills and academic 
performance 

Forneris, Camiré, & 
Williamson (2015) 

Impact of activities on 
developmental outcomes and 
engagement 

Direct link between participation and 
leadership development in high school 
students 

Fujii, Kobayasi, Enns, & 
Tempski (2022) 

Motivation and outcomes of 
participation among medical 
students 

Participation enhances leadership and 
professional competencies 

Li & Kim (2021) Postgraduate attributes and 
theoretical framework 

Leadership skills are developed through 
structured extracurricular programs 

Bayudan et al. (2024) Correlation between activities 
and leadership skills 

Strong link between activities and 
leadership development 

Dampson, Havor, & 
Laryea (2018) 

Socio-emotional and cognitive 
skills 

Activities encourage initiative, 
adaptability, and strategic thinking 

Kim & Wargo (2022) Perception of leadership and 
social values 

Self-perception of leadership leads to 
social engagement 

Jin (2023) Socio-emotional skills 
Empathy, self-awareness, and emotional 
regulation are strengthened through 
team-based activities 
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Author(s) and Year Key Research Points Conclusions 

Kosteas (2022); Mkude 
& Mubofu (2022) Long-term impact of activities 

Activities increase the likelihood of 
holding managerial positions in 
adulthood 

Tucci et al. (2019) Informal assumption of 
leadership roles 

Leadership is best developed through 
practical experience 

Li & Kim (2021) Leadership development 
programs 

Programs improve leadership readiness 
and engagement 

Chen (2019); Pierce et 
al. (2020) Experiential learning Sports and teamwork are key to the 

practical development of skills 

Pongpaichet et al. (2022) Evaluation using machine 
learning 

Continuous assessment of students’ 
potential is needed 

Bisland (2004) Lack of leadership in the 
curriculum 

Leadership is not considered an 
academic priority 

Coffey & Lavery (2018) Leadership in primary school Greater focus on younger students is 
needed 

Zada & Zeb (2021) Participatory methods Free-time activities can systematically 
develop leadership skills 

Pavličević Franić, & 
Vukelić (2021) 

Model for the development of 
leadership skills through 
extracurricular activities 

Empirically confirms the increase of 
leadership competencies among 
secondary school students in Croatia 

 
Source: Authors 

 
Leading countries in the field of leadership development in education are: USA − through 
debates, student councils, STEM clubs, and sports teams, leadership is part of school life. Many 
districts implement special Leadership Academies; UK − implementation of the "Citizenship" 
program, which includes the development of social responsibility and leadership through the 
school community, and Canada – programs like "Student Voice" and "Leadership Camp" 
promote active participation and student leadership. The most suitable model in the Republic 
of Croatia would be the introduction of extracurricular, and out-of-school programs focused on 
teamwork, self-governance, and public speaking (e.g., debate clubs, parliamentary simulations, 
volunteering). It is essential to develop systematic mentorship, involve parents and the 
community, and ensure institutional support (such as appointing a school leadership 
coordinator). In Croatian educational context advantages are: opportunities through 
extracurricular activities (sports, music, drama clubs) and some elements of civic education are 
already present. Disadvantages are lack of structured programs for leadership development; 
leadership is not recognized as a learning outcome, and lack of teacher training in leadership 
mentoring. Comparison with international practices highlights the need for systematic 
integration of leadership skills into the Croatian education system. Extracurricular and out-of-
school activities offer the most flexible and effective framework for their introduction, with a 
need for clear program guidelines and professional support. 
 
 
7. Conclusion 
 
Extracurricular and out-of-school activities play a significant role in developing students’ 
leadership skills by offering opportunities to gain practical experience in leadership, decision-
making, and teamwork. Their primary purpose is to foster the development of traits essential 
for successful entrepreneurship, such as creativity, self-confidence, adaptability, innovation, 
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and a willingness to take calculated risks. In addition to shaping personal characteristics, it is 
important to provide students with knowledge about professional and entrepreneurial 
opportunities. High-quality educational content and hands-on activities can help students better 
understand the labor market, business planning, and fundamental economic concepts, thereby 
enhancing their competitiveness and preparedness to enter the entrepreneurial world. 
 
Research has shown that various extracurricular and out-of-school programs effectively support 
the development of leadership abilities and serve as valuable tools in shaping future leaders. 
However, their full potential depends on well-designed educational policies that promote the 
real-life application of acquired skills. Especially notable is extracurricular and out-of-school 
activities that use participatory methods, such as debates, sports, artistic pursuits, and 
organizational development programs. Leadership skills are also a key component of 21st 
century competencies, which are essential for adapting successfully to a dynamic and ever-
changing environment. 
 
Comparing Croatian practices with international models highlights the urgent need to 
systematically integrate leadership development into the national education system. 
Extracurricular and out-of-school activities represent the most flexible and effective framework 
for doing so, provided that clear program guidelines and professional support are ensured. 
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ABSTRACT 
 
Entrepreneurship is a key element of economic growth and development. Traditionally, men 
have been attributed a greater inclination towards entrepreneurship, but more and more 
women are entering this world, facing stereotypes and challenges. Women's entrepreneurship 
is crucial for economic development and social transformation, despite specific difficulties 
related to socio-cultural influences and access to resources. This paper explores existing 
knowledge about women in entrepreneurship and analyses perceptions about them. The 
research was conducted using a questionnaire in which data was collected from the 
respondents regarding their perceptions of women in entrepreneurship and analysed using 
descriptive statistics, Pearson Chi-square test and Mann-Whitney U test. A survey of 95 
respondents (56 women and 39 men) showed that women highlight the inability to advance, the 
desire for independence, flexibility and the realization of their own ideas as their main motives 
for entrepreneurship. They see gender inequality and fear of failure as significant challenges. 
Men are more likely to believe that men are more suitable for managerial positions, that women 
are more emotionally driven in leadership, and that women contribute less to innovations in 
the market. 
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1. Introduction 
 
Entrepreneurship can be understood as the creation of an innovative economic organisation or 
network of organisations with the aim of achieving profit or growth under conditions of 
uncertainty and risk. It is also seen as a way of thinking and acting that is characterised by 
proactivity and innovation. Traditionally, men are seen as more suitable for entrepreneurial 
activities, which has even led to the paradigm “think entrepreneur – think male” (Laguía et al., 
2019). According to Gupta et al. (2009), entrepreneurship is usually seen as a male activity by 
both men and women (male gender role stereotype). Nevertheless, more and more women are 
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1. Introduction 
 
Entrepreneurship can be understood as the creation of an innovative economic organisation or 
network of organisations with the aim of achieving profit or growth under conditions of 
uncertainty and risk. It is also seen as a way of thinking and acting that is characterised by 
proactivity and innovation. Traditionally, men are seen as more suitable for entrepreneurial 
activities, which has even led to the paradigm “think entrepreneur – think male” (Laguía et al., 
2019). According to Gupta et al. (2009), entrepreneurship is usually seen as a male activity by 
both men and women (male gender role stereotype). Nevertheless, more and more women are 

becoming involved in starting an entrepreneurial venture. At the same time, they are confronted 
with various stereotypes, challenges and negative comparisons with men. Women in 
entrepreneurship represent a crucial element of economic development and social change 
(Brush et al., 2009, Minniti, et al., 2010, GEM, 2023), although they face distinct difficulties 
that affect their entrepreneurial journey. The field of female entrepreneurship is shaped by 
socio-cultural influences, access to resources and the changing dynamics of gender roles in 
different situations.  
The position of women in entrepreneurship and in business in general has changed throughout 
history, although they have almost always faced significantly more and different challenges 
than men. Despite all these challenges, they have managed to find ways to get involved in 
entrepreneurial and business life, make a positive difference and leave an impact. This paper 
aims to provide an overview of current research on women in entrepreneurship through a 
literature review, and to examine how women in entrepreneurship are perceived by analysing 
data collected in our study. 
 
 
2. Theoretical background 
 
Brush et al. (2019) noted that the premise that every entrepreneur has an equal chance of success 
inside the entrepreneurship ecosystem, as well as equal access to resources, participation, and 
support, forms the basis of the majority of entrepreneurship ecosystem frameworks, however 
there is strong evidence that the involvement, resource accessibility, and ecosystem outcomes 
of female entrepreneurs differ from those of male entrepreneurs. Women entrepreneurship plays 
a pivotal role in both social development and economic growth in countries. Through their 
entrepreneurial activities, women contribute to job creation and innovation in various sectors. 
Historically, women's participation in business creation is lower than men's, with around 10.9% 
of women compared to 13.8% of men starting new businesses (GEM, 2023). Research has 
shown that there are differences between women and men, even when they engage in 
entrepreneurial activities. Women bring innovative and creative ideas and solutions to their 
work, but also focus on solving social problems and improving the community. 
 
According to the Global Entrepreneurship Monitor, the higher rates of female entrepreneurial 
activities are seen in low-income countries due to limited employment opportunities and small 
market size (GEM, 2023). Therefore, female entrepreneurship should be seen as an important 
driver of economic growth in developing countries as it plays a leading role in creating 
productive work, realising gender equality and reducing poverty (Da Vita et al., 2014). The 
largest gender gap in overall entrepreneurial activity is seen in high-income countries where 
working-age adults have multiple alternatives to income generation and wage labour (GEM, 
2023). Due to the increasing stereotypes in society, women today mostly turn to activities that 
are familiar to them, such as services in the food, cosmetics, fashion or retail industries (Galić, 
2011). There are significant discrepancies between the perceived and actual characteristics of 
female and male entrepreneurs, which emphasises the need to change perceptions and promote 
the growth of female entrepreneurship, which is crucial for economic development in any 
country (Vrdoljak Raguž, 2020). 
 
2.1. Characteristics, motives and challenges of women entrepreneurs 
 
Research field focusing on female entrepreneurship is still relatively young (Minniti, 2009). 
However, as the research body develops the entrepreneurship is no longer being considered as 
gender neutral concept (Bruni et al., 2004). Likewise, the entrepreneur is no longer one having 
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the main roll being referred to as a generic creature (De Bruin et al., 2006). Since the 
entrepreneurial landscape became increasingly diverse, it is crucial to examine the impact of 
gender roles and biases in the entrepreneurship (Compagno et al., 2024).  
 
Characteristic of female and male entrepreneurs are being explored and compared in different 
contexts. There has been a significant number of research focusing on characteristic of women 
entrepreneurs as well as their motives for engaging in entrepreneurial activities. Shabbir and Di 
Gregorio (1996) note that desire for flexibility, job satisfaction and quality of life have been 
identified as significant in the entrepreneurial decisions made by women. Furthermore, 
entrepreneurship can be an interesting option for women that left corporate career due to 
frustration, discontentment and discrimination (Heilman and Chen, 2003) or for those women 
who lack of opportunities for advancement at their current jobs (Marlow and McAdam, 2013). 
Martínez-Rodríguez et al. (2022) explained that more women enter into entrepreneurship due 
to necessity rather than in pursuit of opportunity. However, according to new data from Global 
Entrepreneurship monitor Women report (2023) it has been noted that over the past two decades, 
opportunity recognition has increased globally by almost four-fifths for women, from an 
average of 29.2% in 2001-2005 to 51.9% in 2021-2023. 
 
Women in business have many unique qualities that contribute to the success of the organisation 
but still the presence of women in entrepreneurial careers remains low and the ventures led by 
women are often in low value-added sectors (Marlow et al., 2008). Majority of women-owned 
businesses are in the retail, catering, food and health/education service sectors (Galić, 2011).  
Female entrepreneurs usually start a business employing known technologies that operates in 
already established markets. Most companies founded by women, compared to those founded 
by men, use less capital, rely on existing technologies and focus on existing markets (Eurofund, 
2019; Buble and Kružić, 2006). Furthermore, female entrepreneurs rarely achieve significant 
business expansion in the first years of their existence. This might be tied to the fact that sectors 
such as service and retail services are highly competitive, with limited opportunities for growth 
and profitability (Kalleberg and Leicht, 1991; Coleman, 2007). Most women entrepreneurs 
create five or fewer new jobs within a five-year period as the (GEM, 2023). The OECD report 
(2021) states that, between 2015 and 2019, new women entrepreneurs in OECD countries were 
only 60% as likely as men to anticipate creating at least 19 jobs over five years, suggesting a 
generally lower scale of job creation among women entrepreneurs.  
 
Certain factors, such as the state of the national economy, the availability or absence of work 
opportunities, and societal and cultural constraints, may have an impact on the female 
entrepreneur's motives (Lingappa and Rodrigues, 2023). Some studies point out that there are 
some factors that motivate women entrepreneurs to participate in business activities, such as: 
family support and background, interests, education, work experience, self-satisfaction, to 
achieve ambitions, motivation, to change family fortunes, source of income etc. (Rahim et al., 
2017). Female entrepreneurs are perceived to have higher emotional intelligence levels than 
their male counterparts (Singh and Kovid, 2023) enabling them to build better relationships 
with their employees. Furthermore, female entrepreneurs are perceived to understand and 
empathise with their employees, support their ambitions and show more interest in their 
development. Women leaders are more likely to engage in mentoring and employee 
development, investing more in the growth and training of their teams (Kark and Eagly, 2010). 
 
Gupta et al. (2009) established that it is not biological distinctions between men and women, 
but rather the social construction of gender (masculinity and femininity) and entrepreneurship 
that affects the intention of engaging in entrepreneurship. A study published by the European 
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achieve ambitions, motivation, to change family fortunes, source of income etc. (Rahim et al., 
2017). Female entrepreneurs are perceived to have higher emotional intelligence levels than 
their male counterparts (Singh and Kovid, 2023) enabling them to build better relationships 
with their employees. Furthermore, female entrepreneurs are perceived to understand and 
empathise with their employees, support their ambitions and show more interest in their 
development. Women leaders are more likely to engage in mentoring and employee 
development, investing more in the growth and training of their teams (Kark and Eagly, 2010). 
 
Gupta et al. (2009) established that it is not biological distinctions between men and women, 
but rather the social construction of gender (masculinity and femininity) and entrepreneurship 
that affects the intention of engaging in entrepreneurship. A study published by the European 

Commission reveals three categories of obstacles related to women in entrepreneurship were 
identified (Ferk, 2013): (1) Structural barriers: choice of education, traditional views and 
stereotypes about women, science and innovation; (2) Economic barriers: women are often 
perceived as less financially credible compared to men; (3) "Soft" barriers: lack of access to 
technical, scientific and general business networks, lack of business training, role models and 
entrepreneurial skills. Dewit et al. (2023) found that marriage/relationship perception has a key 
role in the career decisions of female entrepreneurs, additionally with the societal expectations 
to take care of traditional family responsibilities and to balance motherhood and career. Female 
entrepreneurs in Croatia encounter multiple challenges, frequently enhanced by an unequal 
societal structure that primarily designates caregiving responsibilities to women in the family 
and household (Katanec et al., 2024). Additionally, there are significant gender gaps when it 
comes to finding appropriate financing and funding (Pavlova & Gvetadze, 2023). 
 
Kolaković (2006) believes that the challenges for women in entrepreneurship lie in overcoming 
societal discrimination against female entrepreneurs, which should be solved by government. 
Overcoming these challenges requires systemic changes and targeted initiatives that support 
and empower women in their entrepreneurial endeavours. Finally, the socio-cultural 
environment significantly impacts the legitimacy and acceptance of entrepreneurship within a 
region. The social legitimacy of entrepreneurship can influence individuals' intentions to start 
new ventures and their subsequent behaviours (Kibler et al., 2017). Successful role models and 
supportive networks can enhance the regional entrepreneurial climate, fostering a culture that 
values and encourages entrepreneurial activities (Havadi-Nagy & Tihamér-Tibor, 2016). 
 
 
3. Women entrepreneurship in Croatia 
 
The entrepreneurial activity of women is of crucial importance when it comes to the 
development of small and medium-sized enterprises, both in Croatia and worldwide. The 
Strategy for the Development of Women's Entrepreneurship in the Republic of Croatia (2014) 
contains research results that show the difference in the labour market when it comes to men 
and women. The underrepresentation of women at the managerial level coincides with their 
underrepresentation in the number of participants in the labour market, women enter managerial 
positions later and leave them earlier, which coincides with the later entry of women into the 
labour market and their earlier exit from it, regardless of the fact the percentage of highly 
qualified women in the labour market is higher than that of men and that the percentage of 
highly qualified women in the companies that participated in the study is higher than that of 
men, the situation in management bodies is reversed, the division of jobs at management level 
according to traditional gender roles coincides with the horizontal segregation of activities in 
the labour market. In addition, Croatia's participation in Global Entrepreneurship (GEM) 
research enables long-term monitoring of changes in women's entrepreneurial activity and 
international comparison, using a standardised research approach. GEM (Singer et al., 2024) 
shows that there is a clear difference between men and women in total early entrepreneurial 
activity (TEA men 16,4% vs. TEA women 9,9%, 2024). It was explained that this imbalance 
primarily stems from the (un)availability of services crucial for managing family life, which 
predominantly fall within the traditional responsibilities confided in women, such as childcare, 
domestic services, after-school programs, and elder care (Singer et al., 2024). GEM survey data 
suggested that there is no statistical difference between the number of the men and women who 
see a business opportunity in the next 6 months in the communities where they live (2020), nor 
is there a difference in motivation to start a business (Alpeza et al., 2022). The Finance Agency 
(FINA) has conducted a study on the share of female entrepreneurs in the ownership structure 
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of companies and provided some interesting results (FINA, 2024). The study indicates a modest 
increase in the number of female entrepreneurs, specifically female owners/founders, from 
2019 to 2023, except for 2021, when the number of female entrepreneurs was 12.4% lower than 
in 2020. In 2023, data revealed that 31,689 enterprises, representing 21.4%, were solely owned 
by women, while an additional 13,588 companies were co-owned by women alongside males 
and/or legal entities, resulting in a total female entrepreneurship share of 30.5% among all 
companies. In the analysis of ownership distribution by sector, female entrepreneurs constitute 
60.3% of the total entrepreneurs in the provision of other services (S), whilst male ownership 
accounts for 32.9%. 
 
 
4. Study description 
 
This paper explores existing knowledge about women in entrepreneurship and analyses the 
perceptions about them. The research was conducted using a questionnaire in which data on 
perceptions of women in entrepreneurship were collected from respondents and analysed using 
descriptive statistics, the Pearson chi-square test and the Mann-Whitney U-test. A survey with 
95 respondents (56 women and 39 men) was conducted online over a three-week period in 
August 2024. The questionnaire for this research was developed based on the review of the 
relevant literature. This approach ensured that the questionnaire incorporated relevant motives 
and challenges stemmed from previous studies.  
  
Of the 95 respondents, 56 were female (58.9%), while 39 respondents (41.1%) were male. The 
survey was mainly completed by people between the ages of 18 and 24 (48.4%). 20% of 
respondents were between 25 and 34 years old, 14.7% were between 35 and 44 years old, 7.4% 
were between 45 and 54 years old, while 9.5% of respondents were over 55 years old. As the 
survey was conducted on a random sample of people, the majority (47.4%) were students. 
25.3% of respondents were employed, while 18.9% were unemployed and 8.4% were business 
owners. In terms of education level, the majority (36.8%) had completed secondary school. 
27.4% of respondents had a undergraduate degree, 22.1% had a graduate degree, 7.4% had a 
Master of Science degree and 6.3% had a doctorate. 
 
 
5. Results and discussion 
 
Based on previous studies, the main reasons why women decide in favour of an entrepreneurial 
career were defined. The following motives were identified: inability to find employment 
(Caliendo and Kritikos, 2010; Haussen and Schegel, 2020), financial reasons (Kirkwood, 2009; 
Wassem, 2018, Kraja and Berberi, 2023), inability to get promotion (Pascher et al., 2015), 
desire to be their own boss (Ahmad et al., 2016), flexibility and freedom (Knorr et al., 2011; 
Tlaiss, 2015; Ahmad et al., 2016), pursuing their own ideas (Hussain and Hannon, 2008; 
Humbert and Roomi, 2018). This question examined the difference in perception between 
women and men in relation to the above motives and a Pearson chi-square was conducted. 
Statistically significant differences were found for several motives (Table 1). Significantly more 
women than men perceive the following motives for an entrepreneurial career: inability to get 
promotion (87.5% women vs. 64.1% men; p=0.007), the desire to be their own boss (98.2% 
women vs. 82.1% men; p=0.008), flexibility and freedom (92.5% women vs. 76.9% men; 
p=0.026), pursuing their own ideas (96.4% women vs. 79.5% men; p=0.014). In general, the 
most common motive is the desire to be their own boss (91.6%). 
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Table 1: Perception of motives of female entrepreneurs 
 

Motives    Total p 
 Women Men 

Inability to find 
employment 
 

Yes 76,8% 59,0% 69,5% ,064 
No 23,2% 41,0% 30,5% 

Financial reasons Yes 89,3% 79,5% 85,3% ,185 
No 10,7% 20,5% 14,7% 

Inability to get promotion Yes 87,5% 64,1% 77,9% ,007 
No 12,5% 35,9% 22,1% 

Desire to be their own boss Yes 98,2% 82,1% 91,6% ,008 
No 1,8% 17,9% 8,4% 

Flexibility and freedom Yes 92,9% 76,9% 86,3% ,026 
No 7,1% 23,1% 13,7% 

Pursuing their own ideas Yes 96,4% 79,5% 89,5% ,014 
No 3,6% 20,5% 10,5% 

 
Source: Authors 

 
The most important challenges for female entrepreneurs were also defined on the basis of 
previous studies. The following challenges were identified: Gender inequality (Dewit et al., 
2023; Katanec et al., 2024), social pressure (Noguera et al., 2013; Hanan, 2022), lack of self-
confidence (Kay and Shipman, 2014), insufficient support from family and relatives (Welsh et 
al., 2021) and fear of failure (Cacciotti and Hayton, 2015; Mathur and Phillips, 2024). This 
question explored the difference in perceptions between women and men in relation to the 
above challenges and a Pearson Chi-Square was also conducted. Statistically significant 
differences were found for the following challenges (Table 2). Significantly more women than 
men perceive the following main challenges: gender inequality (92.9% women vs. 76.9% men; 
p=0.026) and fear of failure (92.9% women vs. 76.9% men; p=0.026). In general, the most 
frequently perceived challenge is social pressure (89.5%). 
 

Table 2: Perception of challenges of female entrepreneurs 

Challenges   Women Men Total p 

Gender inequality 
Yes 92,9% 76,9% 86,3% 

,026 
No 7,1% 23,1% 13,7% 

Social pressure 
Yes 92,9% 84,6% 89,5% 

,308 
No 7,1% 15,4% 10,5% 

Lack of self-confidence 
Yes 92,9% 79,5% 87,4% 

,066 
No 7,1% 20,5% 12,6% 

Insufficient support from 
family and relatives 

Yes 80,4% 69,2% 75,8% 
,213 

No 19,6% 30,8% 24,2% 

Fear of failure 
Yes 92,9% 76,9% 86,3% 

,026 
No 7,1% 23,1% 13,7% 

 
Source: Authors 
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Finally, the perceptions of men and women about female entrepreneurs were analysed. The 
Mann-Whitney U-test was used to analyse whether there were statistically significant 
differences between the perceptions of the two groups of respondents. Statistically significant 
differences were found for three statements (Table 3). 
Men believe that men are better suited to management positions than women. They gave this 
statement an average score of 3.33, while the average score of female respondents was 2.07. A 
statistically significant difference was found (p<0.001). In addition, men believe that women 
are guided by emotions in management. They gave an average score of 4.51, while women 
rated this at 3.96 (p=0.014). Finally, men were less likely to agree with the statement that 
women bring more innovative and creative products and services to the market (mean score of 
3.90), while women gave this statement a high score of 4.48 (p=0.034). 
 

Table 3: Perceptions about female entrepreneurs 
 

 Mean p 
Women entrepreneurs are more committed than men. Women 4,41 0,415 

Men 4,10 
Women entrepreneurs are at a disadvantage compared to men. Women 4,46 0,788 

Men 4,31 
Men are better suited to management positions than women. Women 2,07 <0,001 

Men 3,33 
Women are led by emotions when it comes to management. Women 3,96 0,014 

Men 4,51 
Women are trying to solve some social problems and improve 
communities through entrepreneurship. 

Women 4,39 0,094 
Men 3,95 

Women bring more innovative and creative products and services to the 
market. 

Women 4,48 0,034 
Men 3,90 

Women manage business finances better. Women 4,43 0,113 
Men 3,82 

Women entrepreneurs tend to work more in teams than men. Women 4,36 0,699 
Men 4,36 

Women cope better in uncertain and dynamic environments. Women 4,23 0,756 
Men 3,92 

Women face more obstacles than men when starting and running a 
business. 

Women 4,61 0,902 
Men 4,39 

 
Source: Authors 

 
In conclusion, this study sheds light on the complex interplay of motivations, challenges, and 
perceptions that shape the experiences of women entrepreneurs. The statistically significant 
differences between male and female respondents underscore the need for a deeper 
understanding of these dynamics to foster a more inclusive entrepreneurial ecosystem. 
Addressing the systemic barriers and biases that women face is critical to promoting gender 
equity in entrepreneurship. Furthermore, encouraging a shift in societal perceptions regarding 
women's capabilities in management and innovation can pave the way for more women to 
pursue entrepreneurial endeavours confidently. Future research should continue to explore 
these themes, focusing on actionable strategies that can support women in overcoming 
challenges and achieving their entrepreneurial goals. 
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Finally, the perceptions of men and women about female entrepreneurs were analysed. The 
Mann-Whitney U-test was used to analyse whether there were statistically significant 
differences between the perceptions of the two groups of respondents. Statistically significant 
differences were found for three statements (Table 3). 
Men believe that men are better suited to management positions than women. They gave this 
statement an average score of 3.33, while the average score of female respondents was 2.07. A 
statistically significant difference was found (p<0.001). In addition, men believe that women 
are guided by emotions in management. They gave an average score of 4.51, while women 
rated this at 3.96 (p=0.014). Finally, men were less likely to agree with the statement that 
women bring more innovative and creative products and services to the market (mean score of 
3.90), while women gave this statement a high score of 4.48 (p=0.034). 
 

Table 3: Perceptions about female entrepreneurs 
 

 Mean p 
Women entrepreneurs are more committed than men. Women 4,41 0,415 

Men 4,10 
Women entrepreneurs are at a disadvantage compared to men. Women 4,46 0,788 

Men 4,31 
Men are better suited to management positions than women. Women 2,07 <0,001 

Men 3,33 
Women are led by emotions when it comes to management. Women 3,96 0,014 

Men 4,51 
Women are trying to solve some social problems and improve 
communities through entrepreneurship. 

Women 4,39 0,094 
Men 3,95 

Women bring more innovative and creative products and services to the 
market. 

Women 4,48 0,034 
Men 3,90 

Women manage business finances better. Women 4,43 0,113 
Men 3,82 

Women entrepreneurs tend to work more in teams than men. Women 4,36 0,699 
Men 4,36 

Women cope better in uncertain and dynamic environments. Women 4,23 0,756 
Men 3,92 

Women face more obstacles than men when starting and running a 
business. 

Women 4,61 0,902 
Men 4,39 

 
Source: Authors 

 
In conclusion, this study sheds light on the complex interplay of motivations, challenges, and 
perceptions that shape the experiences of women entrepreneurs. The statistically significant 
differences between male and female respondents underscore the need for a deeper 
understanding of these dynamics to foster a more inclusive entrepreneurial ecosystem. 
Addressing the systemic barriers and biases that women face is critical to promoting gender 
equity in entrepreneurship. Furthermore, encouraging a shift in societal perceptions regarding 
women's capabilities in management and innovation can pave the way for more women to 
pursue entrepreneurial endeavours confidently. Future research should continue to explore 
these themes, focusing on actionable strategies that can support women in overcoming 
challenges and achieving their entrepreneurial goals. 
 
 
 
 
 

6. Conclusion 
 
Women are still struggling with the stereotypes that prevail in our society, both in the world 
and in Croatia. They represent a sensitive group in the labour market and it is necessary to 
understand their specific context. Considering the fact that they differ from men in the way they 
work, their characteristics and skills, they have actually achieved better results in various fields. 
Women, unlike men, are not out for profit but are more concerned about creating a pleasant and 
friendly atmosphere between employees and constantly involving them in the most important 
decisions, i.e. they want to achieve a common goal. Employees feel more comfortable when 
their manager is a woman. Unfortunately, they still face many obstacles and challenges due to 
entrenched stereotypes and a traditional view of the business world. It is difficult for women to 
obtain funding because they are considered less financially strong, but many studies have 
proven that they are more cautious and careful than men when it comes to money. Furthermore, 
due to the perception that a woman's main role is to take care of children and family, it is 
difficult for them to balance their personal and business lives, so they often lose their jobs or 
quit voluntarily. 
 
Our survey revealed interesting results. As expected, most respondents agreed that social 
pressure, gender inequality, fear of failure, lack of environmental support and lack of self-
confidence discourage women from entering the world of entrepreneurship. The vast majority 
also agreed that the reasons that motivate women to enter the world of entrepreneurship are 
financial reasons, the impossibility of finding a job, flexibility and freedom, realising their own 
ideas, the impossibility of progressing in their career and the desire to be their own boss. For 
these reasons, women need to create a pleasant and positive environment in which they can 
achieve their goals. In the survey, respondents pointed out that they agreed with some 
statements, e.g. that women are more committed than men, that they are in a worse position, 
that they are more likely to work in teams, but also that they encounter more barriers and 
obstacles than men. The vast majority of respondents also agree that women cope better in 
dynamic and uncertain environments, that they manage company finances better, that they bring 
more innovative and creative products and services to the market and that they show more 
emotion in their leadership role. 
 
To sum up, female entrepreneurship in Croatia is a multifaceted phenomenon shaped by 
historical, cultural, and economic factors. While there has been progress in increasing the 
number of women entrepreneurs, significant challenges remain, particularly regarding access 
to finance, support systems, and societal norms. Future research should continue to explore the 
diverse experiences of women entrepreneurs in Croatia, with a focus on intersectionality and 
the effectiveness of policy interventions. By addressing these issues, stakeholders can create a 
more conducive environment for female entrepreneurship, ultimately contributing to economic 
growth and gender equality in Croatia. 
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ABSTRACT 
 

This paper explores the historical roots of sustainable entrepreneurship by analysing 
advertising strategies in local German-language newspapers printed in Osijek at the end of the 
19th and the beginning of the 20th century, comparing them with contemporary sustainable 
entrepreneurial ecosystems. The focus is on how historical advertisements reflect values such 
as inclusivity, cultural sustainability, social cohesion, and cooperation and how these values 
are transferred into modern business models. The role of local newspapers in shaping the social 
and economic identity of Osijek demonstrates that advertising strategies were not merely tools 
for product promotion but also means of strengthening social ties and cultural awareness. 
This study aims to identify key parallels between historical and contemporary entrepreneurial 
practices, particularly emphasizing the cultural and social aspects that have shaped local 
businesses. Historical advertising strategies are analysed in terms of their contribution to the 
development of local industries and their ability to foster collaboration among different social 
groups. 
The methods used in this research include archival analysis of historical newspapers from 
Osijek (e.g., Die Drau and Slavonische Presse), qualitative content analysis of historical 
advertisements, and a comparative case study linking historical and contemporary approaches 
to sustainable entrepreneurship. Special emphasis is placed on advertisements' linguistic 
strategies promoting local industry and social cohesion. 
The results indicate that historical advertising strategies played a crucial role in shaping local 
identity, encouraging cooperation among different social groups, and strengthening cultural 
sustainability. Contemporary entrepreneurial ecosystems continue to develop these values 
through innovative models that integrate local resources with global trends. The historical 
analysis provides valuable insight into the continuity of values that connect the past and the 
present. 
 
Key words: historical advertising strategies, German-language newspapers in Osijek,  
                   sustainable development, cultural sustainability, social cohesion. 
 
 
 
 
 



223REGION, ENTREPRENEURSHIP, DEVELOPMENT

A scientific paper 
Darija Kuharić, Ph. D. 
Faculty of Education Osijek, Croatia       
E-mail address: darija.kuharic@gnail.com  
 
Ines Hocenski, Ph. D. 
Faculty of Humanities and Social Sciences Osijek, Croatia      
E-mail address: ihocenski@ffos.hr  
  
 
HISTORICAL ROOTS OF SUSTAINABLE ENTREPRENEURSHIP: AN 

ANALYSIS OF ADVERTISING STRATEGIES IN GERMAN-
LANGUAGE NEWSPAPERS PRINTED IN OSIJEK AT THE END OF 

THE 19TH AND THE BEGINNING OF THE 20TH CENTURY 
 
 

ABSTRACT 
 

This paper explores the historical roots of sustainable entrepreneurship by analysing 
advertising strategies in local German-language newspapers printed in Osijek at the end of the 
19th and the beginning of the 20th century, comparing them with contemporary sustainable 
entrepreneurial ecosystems. The focus is on how historical advertisements reflect values such 
as inclusivity, cultural sustainability, social cohesion, and cooperation and how these values 
are transferred into modern business models. The role of local newspapers in shaping the social 
and economic identity of Osijek demonstrates that advertising strategies were not merely tools 
for product promotion but also means of strengthening social ties and cultural awareness. 
This study aims to identify key parallels between historical and contemporary entrepreneurial 
practices, particularly emphasizing the cultural and social aspects that have shaped local 
businesses. Historical advertising strategies are analysed in terms of their contribution to the 
development of local industries and their ability to foster collaboration among different social 
groups. 
The methods used in this research include archival analysis of historical newspapers from 
Osijek (e.g., Die Drau and Slavonische Presse), qualitative content analysis of historical 
advertisements, and a comparative case study linking historical and contemporary approaches 
to sustainable entrepreneurship. Special emphasis is placed on advertisements' linguistic 
strategies promoting local industry and social cohesion. 
The results indicate that historical advertising strategies played a crucial role in shaping local 
identity, encouraging cooperation among different social groups, and strengthening cultural 
sustainability. Contemporary entrepreneurial ecosystems continue to develop these values 
through innovative models that integrate local resources with global trends. The historical 
analysis provides valuable insight into the continuity of values that connect the past and the 
present. 
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1. Introduction and Methods 
 
Old newspapers, especially those printed in local contexts and in small editions, document not 
only international but also regional and local history, politics, culture, and social issues. They 
also provide insights into the commercial purpose of advertisements, which were an integral 
part of them. Despite this, advertisements published in German-language newspapers in Osijek 
remain an under-researched field, primarily because they could only be accessed by retrieving 
them from their source—the newspapers themselves. The lack of research on such material is 
often due to accessibility issues, such as the physical condition of the documents, archival or 
library policies, and other preservation concerns. While the 19th century was the golden age of 
newspapers, the 21st century has brought digitization and increased accessibility to these 
historical publications. Digitization enables a comprehensive and complete view of their 
content. Virtual reading rooms have become a new digital format for reading and searching 
historical newspapers and magazines online. 
This study examines advertisements published in old German-language newspapers printed in 
Osijek in the 19th and 20th centuries (Slavonische Presse and Die Drau), analyzing their 
content using digitized publications available on the websites of DiFMOE (Das Digitale Forum 
Mittel- und Osteuropa / Digital Forum of Central and Eastern Europe) and the Museum of 
Slavonia1. Another advantage of digitization is the ability to supplement missing issues or 
sections of newspapers by rescanning copies from other institutions, virtually reconstructing or 
completing entire collections of editions2. 
 
 
2. Historical Context 
 
Despite the rich history of German-language newspaper printing in present-day Croatia, it is 
essential to recognize that numerous political, geographical, and economic factors determined 
their emergence in different regions. Fruk (2005, 393) distinguishes three chronological and 
thematic phases of German-language journalism in Croatia.3 In Zagreb, for example, Luna, 
Agramer Zeitschrift4 was established as early as 1828, followed by the better-known Agramer 
Zeitung in 1848. Alongside other German-language newspapers in Zagreb, such as Croatia 
(1839–1842), Der Pilger (published in Karlovac from 1841 to 1847) completed the northern 
Croatian circle of German-language publications (Dukić, 2015, 149). Osijek, however, had to 
wait nearly 40 years5 for the publication of its first newspaper, Esseker Lokalblatt und 

                                            
1 Osijek newspapers in the German language, https://novine.mso.hr/ 
2 ANNO Historische Zeitungen und Zeitschriften, https://anno.onb.ac.at/node/15 
3 The initial phase (1786–1848) was marked by newspapers or magazines printed mainly in Zagreb. In the second 
phase (1848–1918), newspapers began to be published in other Croatian cities as well. The third phase (1918–
1941) saw the coexistence of newspapers in both Croatian and German, sometimes in bilingual editions. However, 
by the late 1930s, most party-affiliated newspapers were promoting the policies of the Third Reich, such as 
Slavonischer Volksbote, the main informational and political weekly of the German minority, published in Osijek 
from 1936 to 1944. 
4  In 1830, the newspaper changed its name to Agramer politische Zeitung, while Luna became an entertainment 
and literary supplement, and both continued to be published until 1912. (Hrvatska enciklopedija/Croatian 
Encyclopedia, online edition) 
5 In 1835, Alojzije Martin Divald attempted to publish Tjednik o Osijeku i za Osijek, a newspaper in German 
(Wochenblatt von und für Essek) intended to feature economic articles. However, his request was denied on the 
grounds that "the applicant's property was not sufficient security for subscribers" (Malbaša, 1978, 25, as cited in 
Glušac, 2013, 150). Nevertheless, in 1848, Divald began printing Der Volksredner für Vaterland Freiheit und 
Gesetz, the first local newspaper. 
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Landbote6 (Obad, 2007, 115), despite historical similarities between Croatia and Slavonia in 
terms of their long-standing affiliation with the Hungarian-Croatian Kingdom and the use of 
German as a language of culture and communication (Dukić, 2015, 159). Later, several 
German-language newspapers appeared in Osijek’s public sphere, including Die Drau (1869–
1938), Esseker Allgemeine Illustrierte Zeitung (1896)7, and Slavonische Presse (1885–1929)8. 
 

Photograph 1:  Advertisement for Agramer Zeitung in Slavonische Presse, December 17, 
1885, Issue No. 34. 

 

 
 

Source: https://www.difmoe.eu/view/uuid:17989dec-598a-402e-ae95-ab1eeb989b26?page=uuid:fbb8a1af-a388-
4481-8a1d-eeb2372762b6  

  

                                            
6 In 1835, Alojzije Martin Divald attempted to publish Tjednik o Osijeku i za Osijek, a newspaper in German 
(Wochenblatt von und für Essek) intended to feature economic articles. However, his request was denied on the 
grounds that "the applicant's property was not sufficient security for subscribers" (Malbaša, 1978, 25, as cited in 
Glušac, 2013, 150). Nevertheless, in 1848, Divald began printing Der Volksredner für Vaterland Freiheit und 
Gesetz, the first local newspaper, which was published for nearly five years. 
7 The first illustrated newspaper in Croatia in the German language was published in 1869 in Osijek, printed by 
Dragutin Lehmann’s press. Modelled after similar German newspapers, it introduced illustrated publications to 
the local printing scene. (Old Croatian Newspapers: Portal of Digitized Newspapers). 
8 It was published three times a week until 1893, when it became a daily newspaper. Between 1923 and 1927, it 
was not printed, and publication ceased entirely in 1929. The publisher, owner, and editor-in-chief was Karl 
(Carl) Laubner. 
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Figure 1: Osijek as a part of different countries: (a) Habsburg Monarchy (since 1687); (b) 
Austrian–Hungarian Monarchy (1867–1918); (c) The Kingdom of Serbs, Croats and Slovenes 

(1918–1929) and later the Kingdom of Yugoslavia (1929–1945). 
 

 
 
Source: Kraus, L., Bojanić Obad Šćitaroci, B., Karač, Z., & Kraus, I. (2022). Disappearance and Sustainability 

of Historical Industrial Areas in Osijek (Croatia): Three Case Studies 
 

 
The city of Osijek (Figure 1) became the seat of Virovitica County at that time, adopting the 
appearance of a modern European city. According to the census from the end of 1857, the city 
had a population of 14,344 (Matić, 2024). Penava Brekalo (2022, 150) highlights that in the 
second half of the nineteenth and early twentieth centuries, Osijek was the second-largest city 
in Croatia regarding demographic indicators and economic potential. During this period, several 
highly reputable factories were established, including a brewery and match factory, a leather 
factory, a gasworks, a furniture factory, a flax factory, a sugar factory, a chocolate factory, a 
soap factory, a biscuit factory, and others. A more detailed numerical overview provides a 
clearer picture of the situation at the time. At the end of the 19th century, small and medium-
sized factories began operating in Osijek alongside many artisans and manufacturers. 
According to the 1890 census, Osijek had five factories employing 235 workers. By 1900, the 
number had grown to 14 factories with 697 workers; by 1910, 25 factories employed 2,057 
workers. Notably, in 1910, Osijek had a population of approximately 33,300 (Kraus et al., 
2022). In this important cultural and economic center of Slavonia, the German community made 
up nearly half of the city's population.9 This demographic reality enabled the German 
community to play a significant role in all aspects of urban life, including newspaper publishing 
(Table 1). Fruk (1997) describes Osijek as a focal point for German-language printing activities 
in this context. 
 
  

                                            
9 Obad (2007, 116) refers to statistical data indicating that by the end of the 19th century (1880), Osijek had 
8,970 residents who declared German as their mother tongue, alongside 7,482 Croats and Serbs, 1,152 
Hungarians, 275 Czechs, 125 Slovenes, 78 Italians, 52 Slovaks, 23 Poles, and 20 Bulgarians…. At the turn of the 
century, the situation changed significantly: the city had 12,000 residents who declared German as their mother 
tongue and 6,500 Croats. 
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Table 1: Population of Osijek and Ethnic Composition 
 

YEAR Croats Germans Hungarians Srbs Jews Others Total 
1890. 7.482 8.970 1.152  1.493  19.809 
1900. 7.586 13.503 2.873 1.796 2.094 579 26.769 
1910. 12.808 12.381 4.306 2.450 2.340 759 33.337 

 
Source: Červenjak and Živaković-Kerže (2014, 130): Modernizacijska kretanja i položaj žena u gradu Osijeku 

na prijelazu 19. u 20. stoljeće 
 
 
3. Newspapers in German printed in Osijek in the 19th and 20th centuries. 
 
The German newspapers published in Osijek varied in content, frequency of publication, and 
duration. However, they all were directed toward the local community and were important in 
promoting local interests. The newspapers published various types of content, ranging from 
news and political commentary to cultural and economic topics. Therefore, it is not surprising 
that scholarly interest in studying newspapers in the German language printed in Osijek is 
mainly focused on researching their content in terms of political orientation, economic topics, 
and literary texts (Fruk, M. 1997; Obad, 2007; Vinaj, 2003 and 2007; Glušac, 2013; Erl Šafar 
et al., 2022, etc.). Although advertisements were present in all the aforementioned publications 
and mainly occupied a significant portion of space, they are far less represented in contemporary 
research segments.10 Fatović-Ferenčić and Ferber Bogdan (2018, 50) state that “the shaping of 
the consumer market during the second half of the 19th century influenced the development of 
the modern marketing system, which encouraged the emergence of consumer advertising 
(cosmetic lines, toothpaste, clothing, etc.). The development of the economy and industry at the 
end of the 19th century influenced the thinking and development of advertising (…). This 
process is also visible in our areas.” Stolac (2017) shares the same view, emphasizing that the 
leading media for communication were printed: besides posters, newspaper advertising was 
indispensable. 
 
  

                                            
10 One of the reasons lies in the fact that a large part of the corpus was written in Gothic script. 
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10 One of the reasons lies in the fact that a large part of the corpus was written in Gothic script. 

Photograph 2: Advertisement for Feller's products from Slavonische Presse July 4, 1920, 
No. 147 

 

 
 

Source: https://www.difmoe.eu/view/uuid:45ce9142-1158-47e6-9e68-7fa970bd182f?page=uuid:66dc5ffe-fe00-
431e-80f2-646ec25a5c6f 

 
 
In this context, it is essential to highlight the work of the Feller family, particularly Miroslav 
Feller, as an indispensable figure in the development of advertising communication in Croatia. 
His contribution to the theory and practice of "what is referred to in different contexts as 
Croatian advertising, market communication, or the 'art of persuasion'" is emphasized by Štuka 
(2022) in the preface to the recent translation of Feller’s book Psychodynamics of Advertising 
from 1932. Miroslav Feller (1901–1961) was the son of the esteemed pharmacist and factory 
owner Eugene Viktor (1871–1936), a Ukrainian by birth, who pioneered marketing strategies 
in advertising his pharmacy’s specialty brand, Elsa (Photograph 2). While his brother Ferdinand 
introduced the concept of collective pharmaceutical propaganda into pharmaceutical marketing, 
Miroslav, through the establishment and development of the advertising agency Imago, became 
one of the leading figures in the institutionalization and professionalization of commercial 
graphic design (Fatović-Ferenčić & Ferber Bogdan, 2018, 49). 
Recent studies on advertisements in German-language newspapers printed in Osijek have 
emerged from the project Spuren deutscher Sprache, Literatur und Kultur in Kroatien, which 
involved around 30 Croatian and German scholars, as well as several Croatian institutions, 
including the National and University Library in Zagreb, the newspaper archive of the Museum 
of Slavonia in Osijek, and the State Archive in Osijek. The research is primarily philological in 
orientation. For example, Šarić Šokčević and Jozić (2022) emphasize that “advertisements (…) 
are fertile ground for textual-linguistic research, as they contain the marketing activity of their 
time, the languages used in their creation, and ultimately function as a reflection of the era.” 
Similarly, an analysis of bilingual advertisements in the Osijek-based German-language 
newspaper Slavonische Presse from a text-linguistic perspective demonstrates that these 
advertisements reflect the status of the German language (Berkec & Šarić Šokčević, 2020). 
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The Museum of Slavonia in Osijek showcased its exhibition Ah, Those Household Chores11 
with a catalog (2009) highlighting that Esseker Lokalblatt und Landbote, Esseker Zeitung, Die 
Drau, and Slavonische Presse initially featured advertisements for Viennese shops, factories, 
and banks. However, local businesses soon began advertising within the same framework, 
promoting their products and services—primarily in both German and Croatian.12 
Advertising strategies in Osijek’s German newspapers were tailored to the local market and 
incorporated cultural symbols recognizable to the local community. As such, they played a 
crucial role in building credibility and attracting consumers, which was key to the success of 
local businesses. While the creators of advertisements in old newspapers often remained 
anonymous, their work—thanks to the skill and available technology of the time—represented 
actual small-scale artistic achievements. 
During the Art Nouveau period, advertisements were particularly striking and visually 
distinctive. Advertising combined aesthetically appealing illustrations with carefully crafted 
messages, encouraging both men and women in Osijek to consume, following the advertising 
strategies of contemporary European cities. 
 
 
4. Past vs. Present 
 
Further research is needed on the importance of advertising strategies in old newspapers and 
their impact on local communities. Since similar trends are now being promoted in sustainable 
and resilient entrepreneurial ecosystems, a parallel between seemingly incompatible and 
temporally (very) distant strategies can be drawn. 
Reflections on the sustainability and resilience of entrepreneurial ecosystems began to develop 
more intensively in the early 21st century, particularly in response to global challenges such as 
climate change, rising economic inequality, and rapid technological transformations. The topic 
has become increasingly relevant in efforts to support the long-term sustainability of 
entrepreneurial initiatives. Cohen (2006) was among the first to theoretically shape the concept 
of a sustainable entrepreneurial ecosystem, emphasizing the interconnectedness of 
environmental, social, and economic factors. From the mid-2000s onward, sustainable 
entrepreneurial ecosystems have received growing attention, especially within the academic 
community. Research has focused on the role of institutions such as universities and 
governments in fostering sustainable entrepreneurial practices. In recent years, there has been 
an increasing number of systematic literature reviews (Chaudhary, S. et al., 2023) analysing 
how sustainable ecosystems are developed and maintained. These studies highlight the 
importance of collaboration and interconnectivity among various stakeholders in creating a 
resilient and sustainable entrepreneurial environment. Concepts of sustainability and resilience 
in entrepreneurship increasingly emerge as responses to contemporary global challenges and 
the need for long-term sustainable development. 
In line with the above, there are several ways in which business practices in Osijek from the 
late 19th and early 20th centuries13, as reflected in advertisements published in local German-

                                            
11 Museum of Slavonia Osijek, December 2009 – April 2010. 
Exhibition and catalogue authors: Ksenija Katalinić, Radmila Biondić, Marina Vinaj. 
12 Advertising campaigns in Osijek were targeted at the local merchant and artisan population, while those in 
Vienna were more sophisticated, aimed at a broader urban audience, and utilized more advanced printing 
techniques. 
13 For the purposes of this study, digitized publications from the DiFMOE website were used. This platform 
offers a range of historical newspapers from multiethnic cultural regions of Eastern Europe, particularly those 
with a historically significant German-speaking population https://www.difmoe.info/projekte/deutschsprachige-
zeitungen-in-kroatien/ 
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language newspapers, can be connected to contemporary considerations of sustainable and 
resilient entrepreneurial ecosystems.14 
 
4.1. Cultural and Social Context     

 
Advertisements in local newspapers15 reflected and shaped the cultural and social values of 
Osijek and the broader community. Slavonische Presse and Die Drau used German as a 
prestigious language associated with the upper social classes in Osijek, reflecting the cultural 
and social hierarchy of that time (Berkec & Šarić Šokčević, 2020). The Gothic script was used 
for many years. At the same time, advertisements were often bilingual (German-Croatian) or 
even trilingual, highlighting Osijek’s multicultural character. This advertising strategy indicates 
that the target audiences of local newspapers belonged to different ethnic communities in the 
city and surrounding areas (Šarić Šokčević & Jozić, 2022). Furthermore, newspapers published 
subscription calls for their issues (Photograph 3) and for other newspapers, such as the Agramer 
Zeitung from Zagreb, Wiener Zeitung from Vienna, and Die Gartenlaube from Germany 
(Photograph 4). 
In the history of print media, advertising, and subscription promotions for other publications 
had both cultural and economic significance. Advertisements were a key source of revenue, 
enabling newspapers and other publications to reach a wider audience. The colportage system, 
the contemporary distribution method, ensured the delivery of newspapers to readers, which 
was especially important for rural areas with limited access to printed materials. The availability 
of newspapers increased their popularity, expanded readership, and promoted literacy and 
interest in the written word. Since subscriptions provided regular access to content, they played 
an educational and informational role in society. 
 
  

                                            
14 There are, of course, clear reasons why contemporary reflections on technological development (including the 
integration of global communication networks) and the focus on sustainability and resilience cannot be fully 
incorporated into this parallel. 
15 Advertisements were also published in popular folk calendars, which were widely read among the lower social 
classes. These calendars were one of the few sources of written content available to illiterate or less-educated 
individuals, contributing to the development of a reading audience. Among other examples, Die Drau, in its 
100th issue from 1878, published advertisements for the Catholic Folk Calendar for 1879 (Katholischer 
Volkskalender für das Jahr 1879) and the Austrian Folk Calendar for 1879 (Österreichischer Volkskalender pro 
1879), published by Moritz Perles from Vienna. 
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Photograph 3: A subscription call for Slavonische Presse published by Slavonische Presse 
itself in 1914 (Issue No. 215) 

 

 
 
Source: https://www.difmoe.eu/view/uuid:c05798fe-14fa-4f60-81b2-f3ca4d8400f8?page=uuid:26d64057-e36e-

4a8f-b065-69812b526148 
 

Photograph 4: Advertisement for a new novel in Die Gartenlaube (Slavonische Presse, 
August 10, 1910, No. 181) and the cover of Die Gartenlaube featuring the first part of the 

advertised novel Familie Lorenz (No. 27, 1910) 
 

     
 
 

Sources: https://www.difmoe.eu/view/uuid:14c884b7-3525-403d-a948-172f1cbd8cb8?page=uuid:1e87409f-
8f4c-456f-8f0e-de76f8ad437f     & 

https://books.google.hr/books?id=9FZ4wu9FTy0C&pg=PA512-
IA2&source=gbs_selected_pages&cad=1#v=onepage&q&f=false 

 
Advertisements often promoted literary works (Photograph 5), particularly serialized novels, 
which were popular then. A notable category among key Osijek-based German-language 
publications' advertisements was the promotion of cinema screenings (Photograph 6). 
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IA2&source=gbs_selected_pages&cad=1#v=onepage&q&f=false 

 
Advertisements often promoted literary works (Photograph 5), particularly serialized novels, 
which were popular then. A notable category among key Osijek-based German-language 
publications' advertisements was the promotion of cinema screenings (Photograph 6). 

Interestingly, during World War I and the first post-war years, the advertising space in 
Slavonische Presse was almost entirely occupied by cinema programs. 
 

Photograph 5: Advertisement for a Jules Verne book in Die Drau from 1877 (No. 54) 
 

 
 

Izvor: https://www.difmoe.eu/view/uuid:2e75a18d-7f0b-46b8-aae4-3ed39e0a41ab?page=uuid:628084f7-1129-
40a1-991e-e304f771a1eb 

 
Photograph 6: Repertoire of film screenings published in Slavonische Presse from 1914 (No. 

215) and 1916 (No. 32) 
 

           
 

Sources: https://www.difmoe.eu/view/uuid:490bc5a4-ea38-4b0c-bf3f-88b8db185ce6?page=uuid:a73ca77c-
d486-4f18-9eab-cd9ab0b479fb   & https://www.difmoe.eu/view/uuid:454b952d-42c5-478a-9dce-

9e2687e753da?page=uuid:cd437180-a83d-46ac-b2c9-3d9a9a74fbd1 
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Music was an essential part of life for all social classes of that era. Readers were attracted by 
advertisements in Slavonische Presse for piano lessons, as well as the rental or purchase of 
second-hand instruments. Equally prominent were advertisements for the latest sheet music 
editions and gramophone records (Photograph 7). Die Drau featured ads for ocarinas16 and 
warnings about counterfeit versions of this musical instrument (Photograph 8). Essegger Bote17 
advertised the sale of violins and accordions. The city's musical life was enriched by various 
performances, such as the Varieté- und Cabaret Ensemble in 1906. An advertisement published 
in Slavonische Presse announced two performances, explicitly noting that they were part of a 
respectable family program.18 
 

Photograph 7: Advertisement for the sale of gramophone records in Slavonische Presse, 
1906 (No. 158) 

 

 
 

Source: https://www.difmoe.eu/view/uuid:68f878ef-75fc-4291-8f6f-4b973fecf428?page=uuid:ec86831d-392e-
4a89-a7a8-f71beae93c58 

 
  

                                            
16 Ocarina (Ital.), a children's or amateur wind instrument of an elongated, spindle-like shape. It is produced in 
various sizes (up to 15 cm) from terracotta, porcelain, or metal. In its modern form, it was created around 1867 
by G. Donati di Budrio. (Prolexis Encyclopedia Online) 
17 Calendar, full title Essegger Bote Illustrierter Kalender für Stadt- und Landleute (Illustrated Calendar for City 
and Country People). 
18 Slavonische Presse, 1906 (No. 148), source: https://www.difmoe.eu/view/uuid:68f878ef-75fc-4291-8f6f-
4b973fecf428?page=uuid:ace411cf-3c0f-4c5a-8642-f6ee31f9c60f 
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Photograph 8: Advertisement for the ocarina and a warning about counterfeit products in Die 
Drau from 1877 (No. 1 and No. 19) 

 

   
 

Sources: https://www.difmoe.eu/view/uuid:4a85c975-6162-42fd-9033-a9093c1cb60e?page=uuid:8deb787b-
68b9-4205-b0ef-dc6fdabc7f76    & 

https://www.difmoe.eu/view/uuid:7560c7f4-1af0-4128-950e-dd76da78b90a?page=uuid:a2a73114-ea2b-4883-
bff6-5b7d9f906f68 

 
Cultural events were not only advertised through large posters19 in the city but also in Die Drau. 
Various performances, such as the Grande Cirque Equestre (Photograph 9), mystical 
exhibitions of the "Anthropological Museum" (Photograph 10), exhibitions of large sea 
creatures (shark, dolphin, etc.), performances of the mysterious bearded wonder lady (Die 
bärtige Wunderdame, 1873), or the artistic ensemble Actien Theater of the Matula brothers 
(1875), undoubtedly attracted a large audience from Osijek's citizenry. 
   
Photograph 9: Announcement of the Grande Cirque Equestre performance in Die Drau from 

1872 (No. 76) 
 

 
 

Source: https://www.difmoe.eu/view/uuid:58961ce5-c522-4c45-9e56-71bd25ee9016?page=uuid:753a746e-
0264-4b38-a1ab-3385d73cfbac 

                                            
19 Evident from the texts of the digitized advertisements themselves. 
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Photograph 10: Invitation to the anthropological exhibition published in Die Drau from 1872 
(No. 71) and the fish exhibition from 1874 (No. 70) 

 

   
     

Sources: https://www.difmoe.eu/view/uuid:04f51412-2d32-488e-98e1-103e4e22b729?page=uuid:0f23b905-
e54f-4108-bd43-ca1506ee961f      & https://www.difmoe.eu/view/uuid:02f4e835-78be-4108-82d1-

277c7ddfddcd?page=uuid:67d523e1-1e4c-4eb9-9127-55879197879c 
 
Advertisements also reflected the social norms of the time, such as gender stereotypes and 
idealized family structures. Male figures were often depicted as authorities, while female 
figures were associated with household duties and family care.20 Referring to Župan (2013), 
Červenjak and Živaković Kerže (2014, 131) emphasize that despite modernization processes, 
the traditional gender division persisted in the 19th century, with male dominance remaining 
unquestioned. Differences between men and women were considered natural evident in all 
aspects of life at the time. The most visible distinctions were in the education of boys and girls, 
the position of women and girls within the family, and their status in social and public life. The 
notion that "the woman of civil society was expected to be entirely devoted to family life" 
(Župan, 2013) is confirmed by advertisements from this period published in German-language 
newspapers. These advertisements reflect and reinforce the dominant patriarchal ideology in 
which a woman in civil society was reduced exclusively to the role of wife and mother, thereby 
limiting her social visibility and activities outside the family framework. According to Župan 
(2013), a woman's sphere of activity was the private domain, while the public sphere belonged 
to men. Through this division of public and private life, desirable feminine traits—modesty, 
fidelity, calmness, orderliness, and morality—were constructed (Luetić, 2014). 
 
  

                                            
20 Exhibition catalogue All Those Household Chores! (2009). 
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20 Exhibition catalogue All Those Household Chores! (2009). 

Photograph 11:  Subscription invitation for women's magazines Der Bazar and Illustrierte 
Frauenzeitung published in Die Drau in 1874 (No. 74 and No. 89) 

 

             
 

Sources: https://www.difmoe.eu/view/uuid:002548af-e619-4b14-a7ce-59cac32f384d?page=uuid:07e27399-
ca4d-489b-b856-4517f63faa6d    & 

https://www.difmoe.eu/view/uuid:f33d30fd-af3f-46d6-9563-37d7a8d87c11?page=uuid:bb886217-a322-4dfa-
965e-7cdbe3de4fae 

 
In this context, for example, in 1874, various issues of Die Drau advertised German-language 
women's21 magazines such as the biweekly Der Bazar – Illustrierte Damen-Zeitung and its 
equivalent Illustrierte Frauenzeitung: Ausgabe der Modenwelt mit Unterhaltungsblatt 
(Photograph 11). Very similar in content, they featured topics on fashion, women's handicrafts, 
literature (novels, short stories, essays, poetry), music, entertainment, chess (sic!), and culinary 
recipes.22 According to Župan (2013), women's education was only meant to pass down values 
to children and be tied to family and household duties rather than professional development. 
Consequently, a woman's fulfillment could only be achieved through marriage. To help an 
exemplary and diligent housewife reach this ideal, sewing machines (Pfaff, Howe, Singer)23 
were intensely advertised. A merchant named Müller from Vienna emphasized—with an 

                                            
21 The original content specifically used the adjective "female" to describe handicrafts (weibliche Handarbeiten). 
According to Župan (2013), this activity positioned women within the private sphere of the home, which was 
considered their natural place according to the value system of that time. 
22 Thanks to digitization, copies of both magazines are available at https://www.digitale-
sammlungen.de/de/details/bsb11176095 and https://digital.ub.uniduesseldorf.de/ihd/periodical/titleinfo/3085194 
23 Between 1862 and 1868, the name Pfaff was not yet used for the sewing machine factory, as the machines were 
initially produced according to the Howe system and later the Singer system. It was only in 1872 that Pfaff operated 
under the name Singer Sewing Machine Factory. 
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exclamation mark—that his advertisement was essential to ladies, offering various clothing 
patterns of all sizes while stressing that no prior knowledge was required (Photograph 12). At 
the same time, every good housewife needed a tastefully and elegantly decorated home, and 
young mothers (or their governesses) were expected to stroll with their children in fashionable 
baby carriages proudly. It could be found at the well-known store of Mr. Rayal24, located in the 
heart of Osijek on Kapucinska Street (Photograph 13). Specialized cookware for making jams 
(Photograph 14) was advertised as a way to ensure high-quality homemade products, which 
were an essential part of desserts served on fine porcelain25 during women's afternoon 
gatherings over a cup of Chinese tea or, later, freshly roasted coffee from the First Osijek Coffee 
Roastery (Photograph 15). 
 

Photograph 12: Advertisement for clothing patterns in Die Drau, 1877 (No. 13) 
 

 
 

Source: https://www.difmoe.eu/view/uuid:d6ee1097-258d-46cc-9e7a-e5e74aba3b47?page=uuid:55d73ada-
da41-440f-8e92-319568e5947f 

 
Photograph 13: Advertisement of Osijek merchant Franz Rayal in Die Drau from 1877 

(issue no. 47) 
 

 
 

Source: https://www.difmoe.eu/view/uuid:5274a355-30ac-4bbe-a594-6b392c47635c?page=uuid:21d1a845-
c438-40e2-a6ec-bd9f1db7e99b 

 
                                            
24 A store with a wide range of products: mattresses, bedding, blankets, high-quality fabrics (cashmere, satin, 
chiffon); floor runners; cradles, baby cribs, strollers; Thonet solid wood chairs, as well as horse blankets. 
25 In its pre-Christmas edition (Issue 102) from 1884, Slavonische Presse published an advertisement by merchant 
St. Heim for porcelain dishes, dining sets, and coffee or tea sets. 
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Photograph 14: Advertisement from Die Drau for jam-making utensils from 1875 (No. 48) 
 

 
 

Source: https://www.difmoe.eu/view/uuid:36140144-4660-4534-880a-c82c43941b87?page=uuid:3a294526-
77f9-43bc-aaf0-6015a03f24b8 

 
Photograph 15: Advertisements for Chinese tea from 1885 (No. 1) and the First Osijek 

Coffee Roastery from 1906, published in Slavonische Presse 1906 (No. 148) 
 

      
 

Sources:  
https://www.difmoe.eu/view/uuid:57dacb26-93fe-4797-bc73-f7d8d5aed0f4?page=uuid:0b3453f1-778c-4684-

b198-526ca6c5e563    & 
https://www.difmoe.eu/view/uuid:68f878ef-75fc-4291-8f6f-4b973fecf428?page=uuid:b10a9620-ac01-4532-

a666-0087f8dab392 
 

Finally, but no less critical, is that a series of richly illustrated advertisements were published, 
dedicated to the ideal of female beauty, promoting products such as cosmetics, perfumes, soaps, 
and fashion accessories, often emphasizing aesthetics and sophistication as key values. For 



238 14th INTERNATIONAL SCIENTIFIC CONFERENCE

example, porcelain powder was advertised in Die Drau26 and Slavonische Presse27. It 
historically refers to a cosmetic product that was popular in various periods, especially among 
women striving for the ideal of porcelain skin. Historically, pale skin symbolized social status, 
indicating a life away from physical labour outdoors. Porcelain powder was essential in shaping 
an aesthetic ideal emphasizing sophistication and femininity. 
In conclusion, contemporary sustainable entrepreneurial ecosystems also take into account local 
cultural and social contexts to be successful and sustainable. 
 
4.2. Innovation and adaptation 
 
In the context of seeking standard features between old advertisements from the 19th/20th 
centuries and the contemporary sustainability canon, certain types of ads can be identified that 
were tailored to the local market and used cultural symbols recognizable to the local scene. 
Advertisements often promoted products specific to a given region, such as local food products, 
alcoholic beverages, and so on. For example, wine sales were frequently advertised (Photograph 
16), while J. Bartolovich advertises table wines in Slavonische Presse (1906, issue no. 148), 
and a certain Josef Hüber sells various types of wines from Villany28 at a discounted price (Die 
Drau from 1914, issue no. 2). 
 

Photograph 16: Advertisements for wines from Slavonische Presse and Die Drau 
 

         
 

Sources: https://www.difmoe.eu/view/uuid:db47c294-b38f-4e54-97d8-39a169996f0b?page=uuid:e1bfef72-c429-
4cee-b7e7-a36a37a08ec7    & 

https://www.difmoe.eu/view/uuid:68f878ef-75fc-4291-8f6f-4b973fecf428?page=uuid:08bad8a8-2884-4b89-
b47c-1cfef370bb29 

                                            
26 Advertisement for Klythia Powder published in 1898 Issue No.77  
https://www.difmoe.eu/view/uuid:b302cd7c-bf16-4736-a2cc-a45927b1b959?page=uuid:38317a28-c05c-4dc7-
a106-5dc2a284dbb3&fulltext=Klythia%20Puder 
27 Advertisement for Jesz Porcelain Powder published in 1912 Issue No.175 
https://www.difmoe.eu/view/uuid:6296dde7-8710-40fb-8cea-92e985c1e9e3?page=uuid:ba365c70-346a-4d3e-
9d7e-c8dfbac6a192&fulltext=Porzellan 
28 A place known for wine production, located at the Croatian-Hungarian border (the aerial distance 40 km). 
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The characteristics of modern entrepreneurial ecosystems in terms of innovation and 
adaptability to global challenges and changes can also be seen in the advertisements published 
in the old Osijek newspapers. Specifically, during World War I and immediately after, there is 
a clear shift in the function and tone of advertising. Instead of the classic promotional ads that 
try to convince the consumer of the advantages of a particular product, ads in the form of 
demand dominate – buyers and traders advertise what they are looking for or need to acquire. 
This change is not incidental but is directly related to the wartime and post-war circumstances, 
marked by shortages of necessities, trade restrictions, and the interruption of previously 
established supply chains. During the First World War, food became a scarce – and thus 
decisive – resource for the Habsburg Empire’s warfare, concerning the armed forces as well as 
the people on the “home front.” (Langthaler, 2016) 
 

Photograph 17: Advertisement for the purchase of wild chestnuts and cherry pits – an ad 
from 1916 published in Slavonische Presse (No. 32) 

 

 
 

Source: https://www.difmoe.eu/view/uuid:454b952d-42c5-478a-9dce-9e2687e753da?page=uuid:cd437180-
a83d-46ac-b2c9-3d9a9a74fbd1 

 
Advertisements from this period are significantly more modest, which, from a marketing 
perspective, suggests an adaptation to global challenges and changes. One straightforward, 
seemingly unremarkable newspaper advertisement (Photograph 17) from 1916 hides a crucial 
historical story that had a decisive impact on the course of the Great War. At this time, 
commission sales became an important form of economic survival under scarcity and disrupted 
market flows. People who acted as commission sellers, such as the merchant Leopold Leitner 
from Osijek, took on an intermediary role between the state or more significant purchasers and 
the local population, which collected or offered goods and raw materials for sale. It was also 
the case with the organized commission sales and purchase of wild chestnuts, which at the time 
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began to be used intensively in the war industry.29 Both Die Drau and Slavonische Presse 
published advertisements in the fall months of 1915 and 1916, calling on citizens to sell wild 
chestnuts. Thanks to these ads and calls for collection (Photograph 18), the importance of 
organized collection of natural raw materials in the wartime economy is evident,30 with 
commission sellers playing a key logistical role. 
 
Photograph 18: Excerpt from Belgrade Newspapers of October 13, 1917 (No. 281) – Call for 

wild chestnut collection 
 

 
 

Source: https://pretraziva.rs/show/beogradske-novine--1917-10-13.pdf 
 
In aesthetic terms, the elaborate visual ornamentation characteristic of styles like Art Nouveau 
or Art Deco, which dominated advertisements at the end of the 19th and early 20th centuries, 
disappeared.31 During the war and post-war years, form lost its importance in favour of 
function—the textual content became direct and informative. At the same time, illustrations 
appeared only occasionally and were often very simple. This visual and content scarcity further 
attests to the severity of the times and the changed priorities—advertising was no longer a 
means of prestige but rather a practical tool for survival and essential supply. 
 
4.3.  Economic and social impact 
 
Advertisements contributed to the local economy and social development, similar to the role 
that contemporary sustainable entrepreneurial ecosystems play in promoting economic and 
social progress. Even though the main parts of Osijek (Donji grad, Tvrđa, Novi grad, and Gornji 
                                            
29 Wild chestnut contains starch, which could serve as a raw material for the production of acetone, a crucial 
component in the production of explosives such as cordite. This process, known as the Weizmann process, allowed 
for the fermentation of yeast from starch to produce compounds essential for military purposes. 
https://www.weizmann-usa.org/blog/chaim-weizmann-s-acetone-discovery-was-key-to-british-wwi-effort/ 
30 The Agramer Zeitung from November 12, 1916, describes penalties for municipalities that failed to meet the 
quotas for collecting chestnuts. 
31Compare with M. Feller, Psychodynamics of Advertising.  
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4.3.  Economic and social impact 
 
Advertisements contributed to the local economy and social development, similar to the role 
that contemporary sustainable entrepreneurial ecosystems play in promoting economic and 
social progress. Even though the main parts of Osijek (Donji grad, Tvrđa, Novi grad, and Gornji 
                                            
29 Wild chestnut contains starch, which could serve as a raw material for the production of acetone, a crucial 
component in the production of explosives such as cordite. This process, known as the Weizmann process, allowed 
for the fermentation of yeast from starch to produce compounds essential for military purposes. 
https://www.weizmann-usa.org/blog/chaim-weizmann-s-acetone-discovery-was-key-to-british-wwi-effort/ 
30 The Agramer Zeitung from November 12, 1916, describes penalties for municipalities that failed to meet the 
quotas for collecting chestnuts. 
31Compare with M. Feller, Psychodynamics of Advertising.  

grad) were united into the Free and Royal City of Osijek in 1809, all of them—except for 
Tvrđa—retained the characteristics of a somewhat more developed rural area. Tvrđa had its 
own water supply and sewage system.32 Frequent epidemics in the city were the result of water 
supply issues, which, according to Živaković Kerže (2008, 150), required that specific health 
and hygiene standards be imposed in Osijek. The city authorities had to address one of the key 
issues for Osijek—how to ensure the supply of clean and potable water, especially for the Gornji 
grad area, which, from the second half of the 19th century, took on a leading political, economic, 
and cultural role from Tvrđa. Introducing a water supply system represented an essential step 
in the further intensive development of that part of the city. 
The early 20th century and the emergence of Art Nouveau brought significant changes to the 
housing culture. Impressive single-story Art Nouveau houses, and occasionally two-story 
buildings, constructed in 1905 and 1906 in the eastern, still peripheral part of the Gornji grad, 
contributed to the impression of Osijek as a modern European city. This impression was not 
based solely on the aesthetic value of the architecture but also on the high hygienic standards: 
the newly built houses on Chavrakova Street (now European Avenue) were equipped with 
running water and so-called English-style toilets. Significant funds for modern bathroom and 
sewage infrastructure were invested by 24 of the wealthiest citizens of Osijek at the time 
(Červenjak and Živaković-Kerže, 2014, 132). Shortly thereafter, advertisements from V. 
Axmann and J. Domes authorized civil architects and builders, began to appear in local 
newspapers offering their services. Among other things (Photograph 19), they listed the 
installation of water supply systems, gas lighting, and bathrooms and toilets. 
 

Photograph 19: Advertisement for architectural and construction services by Axmann and 
Domes, published in Slavonische Presse in 1909 (No. 185) 

 

 
 

Source: https://www.difmoe.eu/view/uuid:69427b25-cd8d-40cd-8193-ca78e8eb391c?page=uuid:46278436-
1157-4a6c-bd27-493d89ff713e 

 
                                            
32 According to Živaković Kerže (2008), the first public water supply in Tvrđa was opened by the military 
authorities in 1751, with two water pumps set up along the Drava riverbank. By 1779, it also had a "real public 
sewage system." 
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Street gas lighting began in Osijek in 1884, and the city's gasification was completed in 
February 1885, when the work on laying gas pipes was finished. In the following years, gas 
was increasingly introduced into private households, primarily due to the interest of wealthier 
citizens who used it in their everyday lives (Photograph 20). 

 
Photograph 20: Advertisement for the sale of gas lamps for households from Slavonische 

Presse in 1909 (No. 185) 
 

 
 
Source: https://www.difmoe.eu/view/uuid:69427b25-cd8d-40cd-8193-ca78e8eb391c?page=uuid:7c5ce4e9-f876-

4d5d-b269-9014e3bd8bf0 
 

At the end of the 19th century, Osijek developed into a multicultural economic centre, with 
several factories established, such as the brewery and match factory in 1856, leather factory in 
1872, gas plant in 1884, furniture factory in 1892, flax factory in 1901, sugar factory in 1905, 
candy and the chocolate factory in 1907, soap factory in 1921, and biscuit factory in 1922.33 Its 
favourable transportation position and access to local resources ensured stable growth, making 
it one of the most developed cities in Croatia. Due to the many advertisements published in the 
abovementioned periodicals, it is impossible to present them in detail in this work. However, 
by citing selected examples (Photographs 21-23), advertisements were essential for promoting 
local industry and strengthening social cohesion. They also served as a means of connecting 
Osijek to European markets, further contributing to its economic development. 

 
 
 
 
 

                                            
33 Croatian Encyclopedia, online edition 
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Photograph 21: Advertisement from Slavonische Presse about the opening of Povischil’s 
furniture factory in 1891 (No.47) 

 

 
 

Source: https://www.difmoe.eu/view/uuid:91a80d7e-fdfb-4a88-9ea8-9f8fa7538450?page=uuid:e6f437a1-8813-
4892-923a-5270c74e9f86 

 
Photograph 22: Advertisements for soaps from the Schicht factory published in Die Drau in 

1903 (No. 42) and 1926 (No. 80) 
 

    
 

Sources: https://www.difmoe.eu/view/uuid:ec21ef34-80c7-49c8-abf4-68d091f5055c?page=uuid:d5b0f1fd-6a87-
4049-87e2-b13ba13a65a4&fulltext=Imperial-Continental%20Gas%20Association      & 

https://www.difmoe.eu/view/uuid:a7ad15e3-d43e-46b6-8447-29e53582baf9?page=uuid:9cea2742-4632-4743-
b56f-ad831a43832e 
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Photograph 23: The Osijek Foundry and Machine Factory advertisement published in Die 
Drau in 1914 (No. 66) 

 

 
        

Source: https://www.difmoe.eu/view/uuid:ba6ebb46-f1c5-4d1b-973e-2c1e174fa1b1?page=uuid:4388e204-c80f-
46cc-8a7e-fdf91b768c12 

 
 

5. Conclusion 
 
Contemporary sustainable entrepreneurial ecosystems, driven by principles of inclusivity, 
cultural sustainability, social cohesion, and collaboration, share common values with business 
practices from the past, which are reflected in the advertisements from Osijek newspapers of 
that period. Advertising strategies in old newspapers reflected local culture, fostered social 
connections, and emphasized the importance of cooperation among different community actors. 
Historical examples show how local entrepreneurs used advertisements to promote products 
and services, often relying on the community's cultural values, which contributed to 
strengthening social cohesion and sustainability. On the other hand, modern ecosystems 
integrate these same principles through innovative practices involving diverse stakeholders, 
from local communities to global markets. 
 
In conclusion, historical and contemporary entrepreneurial practices analysis highlight the 
continued importance of cultural inclusivity and social connectivity as foundations for 
sustainable business development. Historical examples from Osijek provide valuable insights 
into how cultural heritage can shape contemporary business models, while modern approaches 
offer opportunities to enhance these values in a globalized world. 
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ABSTRACT 
 

The paper examines the relationship of artificial intelligence (AI) and the performance of 
startup companies. The importance of artificial intelligence is examined in relation to the 
factors of information technology usage and startup company performance. In particular, the 
connection between artificial intelligence and business intelligence in startup companies is 
analyzed. The empirical study was conducted on a sample of 50 startup companies in Croatia. 
The correlations between artificial intelligence, information technologies and the 
performance of startup companies were examined. By methodically structuring the factors of 
digital entrepreneurship and analyzing the relationship between artificial intelligence and the 
performance of startup companies, new insights can be gained about the possibilities and 
guidelines for the development and use of artificial intelligence in terms of sustainable 
development and the success of startup companies. 
 
Key words: artificial intelligence, business performance, digital entrepreneurship, startups. 
 
 
1. Introduction   

    
In the age of ubiquitous digitalization, startups are facing challenges and opportunities that go 
far beyond the traditional applications of information technologies. The increasing integration 
of artificial intelligence (AI) into business processes has not only changed the use of 
information technology (IT), but also the way startups collect, analyze and use data to 
innovate, make decisions and gain competitive advantage. AI is no longer just a supporting 
technological tool, but has become a strategic enabler for organizational agility, operational 
efficiency and sustainable growth, especially in dynamic and competitive startup ecosystems. 
Recent research shows that startups that systematically integrate AI technologies into their 
information infrastructures demonstrate higher levels of innovation, adaptability to market 
changes and improved business performance outcomes (Adekunle et al., 2024, Schulte-
Althoff et al. 2021). AI enables improved personalization, predictive analytics, real-time 
optimization and automation of core business processes, significantly changing the traditional 
role of information technology in entrepreneurial contexts (Usman et al., 2024, Davenport et 
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al. 2020). In addition, the synergistic interaction between artificial intelligence and business 
intelligence (BI) systems enables proactive prediction of market trends, advanced decision-
making and more effective customer engagement strategies, directly contributing to the 
scalability and long-term profitability of startups (Ebule, 2025, Al-Momani, 2024, Judijanto et 
al., 2023). 
 
Given the strategic importance of these technological changes, the study aims to examine 
the relationship between the application of AI and the business performance of startups, 
with a particular focus on how AI-enhanced BI systems influence entrepreneurial 
performance. The main objective of the study is to analyze the relationships between the 
adoption of artificial intelligence, the intensity of information technology uses and the 
performance indicators of startup companies. In order to achieve these objectives, the study 
applies a quantitative research approach gathering primary data through a structured 
questionnaire administered to a sample of 50 startup companies operating in Croatia. The data 
collection was designed to gather detailed information on the extent of AI integration, IT 
usage patterns and key performance indicators. To analyze the collected data, a correlation 
analysis was conducted to determine the strength and significance of the relationships 
between AI adoption, IT usage and business performance variables.  
 
The paper is structured as follows. After the introduction, the first section provides a literature 
review on the concept of digital entrepreneurship and startups, followed by the research 
findings on the relationship between the application of AI technologies, business intelligence 
and startup performance, including the hypotheses put forward. The following section 
describes the methodology of the study, including data collection, analysis and description of 
the sample and variables. The next section presents the results of the empirical study 
conducted, followed by the discussion and conclusions.  
 
 
2. Literature review     
 
2.1. Digital entrepreneurship and startups 
 
Digital entrepreneurship has emerged as a contemporary theoretical framework that explores 
the relationship between digital technologies and the entrepreneurial process (Sahut et al. 
2021, Giones and Brem 2017, Nambisan 2017). The integration of digital technologies into 
entrepreneurship changes the process inherently associated with innovation, non-linearity, 
experimentation, risk-taking, improvisation and effectual logic (Lindholm-Dahlstrand et al. 
2019, Duening et al. 2012, Goel and Karri 2006, Sarasvathy 2001). Due to the pervasive 
impact of digitalization on all economic and social spheres, Ahmad and Ribarsky (2018) 
emphasize the multidimensional nature of the digital economy and point to issues of clarity 
and scope in defining this concept. A common, albeit narrow, approach defines the digital 
economy primarily as the ICT sector, which is included in ISIC Rev. 4. However, this 
approach overlooks critical components such as intermediary platforms that provide services 
at little or no cost but form a significant part of digital economy activities. For the purposes of 
this paper, we adopt the definition of Bukht and Heeks (2017), who define the digital 
economy as "the part of economic output based solely or primarily on digital technologies, 
with a business model based on digital goods or services." This broad framework captures the 
activities of digital startups, which are central to realising the benefits of digital technologies 
into the economy and society due to their scalability.  
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economy primarily as the ICT sector, which is included in ISIC Rev. 4. However, this 
approach overlooks critical components such as intermediary platforms that provide services 
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economy as "the part of economic output based solely or primarily on digital technologies, 
with a business model based on digital goods or services." This broad framework captures the 
activities of digital startups, which are central to realising the benefits of digital technologies 
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The characteristic of scalability of digital businesses is particularly pronounced in the digital 
economy (Damodaran, 2009, Autio et al., 2018, Ahmad & Ribarsky, 2018, Bukht & Heeks, 
2017). Digital companies benefit from lower startup costs, greater market access and the 
opportunity to connect with potential customers and investors globally. They also have the 
opportunity to grow and scale quickly through improved customer relationships via social 
media (OECD/European Union, The Missing Entrepreneurs 2019, van Welsum, 2016). 
Digital technologies, including artificial intelligence, 3D printing, social media platforms, big 
data, cloud computing and mobile technologies, not only open up new sources of efficiency in 
the entrepreneurial process, but also offer extensive opportunities for diverse entrepreneurial 
activities (von Briel et al., 2018). Digital entrepreneurship is transforming the business 
landscape through technological advances, offering unique opportunities for startups to drive 
economic growth, innovation and job creation. These companies are at the center of a broader 
digital economy and underscore the transformative role of technology in entrepreneurship. 
Due to their inherent innovative capabilities and high growth potential, startups play a crucial 
role in economic growth and job creation (Ivanović-Đukić et al., 2019, Steve and Dorf, 2014, 
Valliere & Peterson, 2009) and are of great interest to policy makers. 
 
The ability to innovate and scale is a key differentiator between startups and other newly 
founded organizations. In the EU Startup Monitor report (2018), the European Commission 
highlights the key parameters of startup entrepreneurship, noting that startups generally 
require significantly more capital to grow than other entities in the small and medium-sized 
enterprise (SME) sector. In addition, the sources of funding for startups differ from those of 
SMEs. While SMEs often rely on bank loans, startups typically seek alternative funding 
sources of financing such as equity, family and friends, business angels or venture capital 
funds, with bank loans only being considered as a last resort. 
 
Blank (2013) emphasizes that a successful startup must focus on two main objectives: 
"business model repeatability" (the ability to maintain a sustainable business model that 
consistently generates profits) and "scalability" (the ability to profitably serve a growing 
number of customers and improve performance quickly and at low cost). For startups to thrive 
and contribute to economic growth, the quality and sustainability of the entrepreneurial 
ecosystem is critical. This ecosystem, shaped by government policy and collaboration with 
social institutions, creates the necessary environment for digital startups to develop quickly 
and efficiently. Digital technologies and financial capital from investors play a key role in 
enabling startups to implement scalable business models, thereby significantly driving 
economic growth and, especially in the case of internationalization, expanding their reach on 
a global scale. 
 
Successful startup companies have recognized that the basic requirement for successful and 
effective computerization of the business system is the connection and integration of 
information system activities with the company's business activities. In practice, it has been 
shown that the idea of reducing costs without consolidating and adapting IT solutions and 
introducing innovations will not solve business problems in the long run (Evello, 2012). 
Incorporating the investment of IT into the company's development budget, systematic 
analysis of the specific and synergistic impact of ICT on the business and success of startup 
companies, and information and close cooperation in the implementation of informatization 
through project methods and research are the guarantors of successful informatization of 
startup companies. In this way, it becomes easier to understand the possibilities of using and 
the impact of information and communication technologies on the achievement of business 
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goals, such as: cost optimization, productivity increase, business process improvement 
(Vukmirović, Grčić Fabić, Džido, 2023). 
 
2.2. Artifical intelligence, business intelligence and startup performance                               
 
In the contemporary business environment startups are faced with challenges that go beyond 
traditional information technologies. Information technology surpasses the mere digitization 
of business and becomes an integral part of the information transformation process in a 
company. For information technology to truly become a strategic resource for business 
excellence, it must be integrated into business functions at a higher level and gradually evolve 
into business technology. In this new role, the goal is no longer just to support operational 
processes, but to actively enable their existence and development. The transition from the 
paradigm of information technology (IT) to business technology (BT) is not just a nominal 
exchange of terms, but marks a profound change in the organizational paradigm. It is a change 
that is not limited to IT departments and their employees, but systematically affects the entire 
structure of the organization, from the boards and upper management down to the lowest 
operational levels. This metamorphosis marks a new way of thinking and acting in which 
technology becomes inextricably linked to the business strategy and identity of the company 
(Sesvećan, 2008). 
 
Artificial intelligence (AI) is increasingly taking a central role, not only as a technological 
tool, but also as a strategic resource that shapes the way startups gather, analyze and use 
information for decision-making, innovation and achieving competitive advantage (Kudelić et 
al. 2025, Sestino & De Mauro, 2021). Due to their inherent agility and innovation orientation, 
startups represent an ideal context for the application of AI technologies. For example, AI 
technologies enable personalization of the user experience through real-time data analysis, the 
automation of marketing campaigns and inventory management, process optimization through 
predictive models or the use of AI chatbots and voice analytics in customer support (Sestino 
& De Mauro, 2021; Jayabalan, 2024). AI enables better market understanding, predicting 
consumer needs, identifying business opportunities faster, and innovating products, processes, 
and market approaches. Startups that use AI have shown a higher likelihood of survival, 
scaling, and successful market entry (Gomwe et al., 2022; Jayabalan, 2024). According to the 
research findings of Basri (2020), the application of AI-assisted social media marketing on a 
sample of startups in Saudi Arabia showed a statistically significant and positive impact on 
startups' business performance and, in particular, an increased ability to retain users and 
attract new market segments thanks to personalized approaches based on AI. In addition, the 
positive impact is reflected in the optimization of knowledge within the company as well as in 
the reduction of training costs and employee turnover. Technologies such as chatbots and 
automated targeting have enabled 24/7 customer support and much more precise advertising.  
 
Furthermore, in their systematic quantitative literature review, Mariani et al. (2023) find that 
artificial intelligence has a positive and multidimensional impact on various types of 
innovation, such as product innovation (e.g. development of smart products), process 
innovation (e.g. optimization of real-time operations) and business model innovation (e.g. AI-
based platforms). It was also found that AI enables a faster response to market changes 
through the automation of data analysis and predictive models, thereby shortening the 
innovation cycle time. Furthermore, AI is gaining recognition as a key catalyst in enhancing 
the processes through which startups secure financial funding. Recent empirical studies 
demonstrate that AI integration significantly improves startups’ ability to attract funding by 
enabling sophisticated predictive analytics and real-time optimization of fundraising 
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innovation cycle time. Furthermore, AI is gaining recognition as a key catalyst in enhancing 
the processes through which startups secure financial funding. Recent empirical studies 
demonstrate that AI integration significantly improves startups’ ability to attract funding by 
enabling sophisticated predictive analytics and real-time optimization of fundraising 

campaigns. For instance, a comprehensive study analyzing 556 generative AI startups 
revealed that technological capabilities combined with investor behaviors critically influence 
funding success, underscoring AI’s role in aligning startup innovation with investor 
expectations (Siddik et al. 2024). Moreover, the bibliometric study conducted by Kudelić, 
Šmaguc, and Robinson (2025), which explores the convergence of artificial intelligence, 
entrepreneurship, and finance, highlights several critical implications for both researchers and 
practitioners. Notably, the research emphasizes the growing integration of AI within 
alternative financing mechanisms such as crowdfunding, peer-to-peer lending, and robo-
advisory services. Additionally, AI is increasingly employed to support strategic decision-
making related to business expansion and new investment opportunities, often through 
advanced tools like robo-advisors. The study also underscores the potential of combining AI 
with blockchain technology and smart contracts to enhance the detection and prevention of 
financial fraud, addressing persistent challenges in auditing and financial reporting. Lastly, it 
points to the accelerated development of predictive analytics as a vital component in 
entrepreneurial business planning, enabling more informed and forward-looking strategies. 
 
Sreenivasan and Suresh (2022) in their review of the literature on the use of artificial 
intelligence in startups emphasize how AI can improve the IT infrastructure of startups, 
enabling them to adapt more quickly to market changes and improve business processes. The 
increasing integration of AI technologies into the day-to-day business operations of startups, 
including IT infrastructure, product development and customer support, indicates a general 
increase in agility and operational efficiency through the increasing and intensive application 
of information technologies. The role of business intelligence (BI) in modern organizations, 
especially startups, is becoming increasingly prominent due to its ability to collect, integrate 
and multidimensionally analyze data from various sources – from users, markets, competitors 
to the corporate environment. AI enables a radical improvement of conventional business 
intelligence (BI) systems, which often reach their limits when working with large, complex 
and diverse data sets. By integrating machine learning, natural language processing and 
predictive analytics methods, AI transforms BI into a proactive system that enables real-time 
prediction of market trends, automated reporting and decision-making (Jayabalan, 2024; 
Huang et al. 2022). 
 
While this study primarily highlights the positive correlations between AI adoption and 
startup performance, it is important to acknowledge that the implementation of AI 
technologies also entails significant challenges and potential negative consequences. Startups 
often face barriers such as high initial costs, lack of skilled personnel, and integration 
complexities, which can hinder effective AI deployment (Dwivedi et al., 2021). Moreover, 
ethical concerns related to data privacy, algorithmic bias, and transparency pose risks that 
may affect stakeholder trust and regulatory compliance (Kudelić et al. 2025, Raji et al., 2020). 
A balanced understanding of AI’s role in startups requires not only recognizing its benefits 
but also critically engaging with these limitations and risks. Accordingly, future research 
should explore strategies to mitigate such challenges, including ethical AI design and scalable 
implementation models tailored to startup contexts. 
 
Business Intelligence (BI) and Artificial Intelligence (AI) are two revolutionary technologies 
that can redefine the decision-making process and strategic planning methodology in every 
industry sector. A major challenge for business intelligence systems in startups is supporting 
the rapidly growing volume and complexity of data. The emergence of AI and its advanced 
algorithms is revolutionizing and complementing existing Big Data (BD) tools and 
technologies for automating data analysis, generating insights, and making decisions in real 
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time. The combined use of AI and BD enable BI could help improve existing processes, 
especially when developing real-world applications in finance, healthcare, logistics, and 
manufacturing. The synergistic development of AI and BD has great potential for 
significantly innovative BI, providing automation of data analysis for real-time insights to 
gain competitive advantages in a data-rich environment (Jayabalan, 2024). 
The synergistic use and development of artificial intelligence, big data technology and 
business intelligence systems provides a transformative opportunity for any company to 
improve its data analysis process, improve the quality of decisions and its information agility 
to generate and develop innovations and secure a competitive advantage in the current data 
age business environment.  
 
 
3. Methodology  

 
The research used a questionnaire that is methodologically structured to systematically 
present key factors in the development, use and effects of information and communication 
technologies in the development of startup companies. The survey results generated 
information on the factors of development, use and effects of systematically related methods, 
concepts and technologies of digital entrepreneurship, and the performance of startup 
companies. The information was also useful in the realization of business goals and support 
for the achievement of planned business effects. All survey participants were provided with 
detailed research results in order to gain new insights into digital entrepreneurship. 
The research on factors in startup companies collected data from 50 startup companies in 
Croatia. Each respondent represented one startup company. As far as the structure of 
respondents is concerned, 27 general managers of startup companies, 8 founders, 7 heads of 
departments and 5 IT employees participated in the survey The interrelationship of artificial 
intelligence, and the business effects of startup companies is analyzed. The research is 
designed as an empirical research which tries to investigate the relationship between 
independent variables (Artificial Intelligence) and the dependent variables (Business 
Intelligence and Company's performance). The variables are measured using a 5-point Likert 
scale. The study used theoretical and practical research methods, including literature reviews, 
surveys, interviews, and observations. When completing the survey, participants could 
express their own suggestions and opinions or leave questions unanswered. 

 
The aim of the study is to explore the relationship of artificial intelligence (AI) and the 
performance of startup companies. Also, based on previous research results and data from the 
literature, the impact of artificial intelligence on business intelligence in the context of the 
impact on the performance of startup companies is investigated. 

 
The researche objective is: to investigate the connection (relationship) between 

artificial intelligence and the performance of startup companies. In accordance with the 
subject of the research, the following research objectives have been set: 
Ø To investigate the relationship between artificial intelligence and performance of startup 

companies 
Ø To investigate the relationship between artificial intelligence and sucess of startup 

companies 
Ø To investigate the direct connection between artificial intelligence and startup companies 
Ø To investigate the impact of artificial intelligence on business intelligence in startup 

companies 



255REGION, ENTREPRENEURSHIP, DEVELOPMENT

 To investigate the synergistic impact of artificial intelligence and big data technology on 
business intelligence 

 To investigate the impact of business intelligence on the performance of startup 
companies 

 To investigate the indirect connection of artificial intelligence through business 
intelligence on startup companies. 

 
In accordance with the defined research objective, the hypotheses are formulated as follows 
H1: Artificial intelligence significantly affects the performances of startups. 
H2: There is a statistically significant difference in the use of artificial intelligence between 
startups that perform better than startups that perform wors 
H3: Artificial intelligence has a very significant influence on the business intelligence in  
       startup companies. 
H4. There is a strong correlation between business intelligence and performances in startup  
      companies. 
 
In the research of correlation betwen AI ad performance in startup company, the following 
question was set: Evaluate at what level  you use Artifficial Intelligence (AI) in your 
company. The variables are measured using 5 points Likert scale. Accordingly, the answer 
options are offered: 
1. AI is not used at all and the possibility of their introduction is not being considered. 
2. AI is not used, but is in the phase of introduction. 
3. Partially used. 
4. AI is intensively used at the level of individual business functions and processes. 
5. AI is intensively used at the level of the entire (integrated) business process. 
 
The research defined the potential business performance of startup companies. The question 
was: Evaluate (rate) the business performance of your company 
1 – The performance is not significant. 
2 – The performance was not achieved 
3 – The performance was partially achieved 
4 – The performance was largely achieved 
5 - The performance was fully achieved 
 
Statistical methods of hypothesis testing and correlation analysis were used in the study. 
Statistical methods of hypothesis testing were used to investigate the influence of artificial 
intelligence on the business profit and credit rating of startup companies. The statistical 
significance of the difference between the arithmetic means of the first and second groups of 
startup companies at the significance level of 1% was tested. Based on the performance 
indicators of startup companies, two groups were formed: group 2, which includes startup 
companies that operate with a positive profit and whose credit rating is greater than or equal 
to AA, and group 1, which includes other companies. The data on the company's 
performance, business profit and credit rating was collected from sources: 1) Info.BIZ, 2) 
CompanyWall and 3) InSolve. 

 
Correlation analysis presents the relevant relationships between the artificial intelligence, the 
factors of information and communication technologies (ICT) and business effects of startup 
companies na temelju podataka prikupljenih anketnim upitnikom. Pearson's correlation 
coefficient have been calculated by SPSS. According to Petz (2004.), Fein (2021.) Demeusy 
(2023.) we use following scale of Pearson's Correlation Coefficient: Not correlated (0–0,10), 
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Weak (0,10–0,30), Weak to Moderate (0,30-0,40), Moderate (0,40-0,50), Moderate to Strong 
(0,50-0,60), Strong (0,60-0,80) and Very strong (0,80-1). Moderate correlation indicates a 
noticeable relationship between two variables, suggesting a connection that is evident but not 
overly strong (Wisdom Library, 2025). Strong correlation in scientific studies refers to a 
significant statistical relationship between two variables, suggesting that changes in one 
variable may influence changes in another. Weak correlation indicates a minimal relationship 
between two variables, meaning changes in one do not reliably predict changes in the other. 
 

4. Research results 
 
Based on the performance indicators of startup companies, two groups were formed: group 2, 
which includes startup companies that operate with a positive profit and whose credit rating is 
greater than or equal to AA, and group 1, which includes other companies. Table 1 shows data 
on the sample structure, mean values, standard deviation and standard error. 
 

Table 1: Group Statistics of the influence of Artifficial Intelligence and Profitability                                                          
startup companies 

 

 
Profitability 

Group 
N Mean Standard 

Deviation 
Standard 
Error 

Influence of Artifficial 
Intelligence (AI) 

1 30 2,2333 1,43078 0,26122 
2 20 3,4000 1,39170 0,31119 

 
Source: Authors 

Table 2 shows the results of the Levene's test and the T-test. Levene's test is used to calculate 
the assumption of homogeneity of variance. The result of the Levene's test (Sig. > 0.05) shows 
that the variances are homogeneous, therefore Table 2 shows the results of testing the 
hypothesis on the difference of the arithmetic means in the row EV n.a. (Equal variances 
assumed). The table shows that the results of the T-test on testing the hypothesis about the 
difference between the arithmetic means of the Artifficial Intelligence level of usage with 
regard to the success of startup companies (Sig. < 0.01) show that Artifficial Intelligence 
significantly influences the success of startup companies at the 1% level. 
 

Table 2: T-test results for the influence of Artifficial Intelligence and Profitability of startup 
companies 

 

Source: Authors 

 
Skewness and Kurtosis tests of normality of distribution were conducted for the artificial 
intelligence variable. The results are shown in Figure 1. 
 
  

 Levene s test T-test 99% Confidence Interval of the 
Difference 

EV assum. F Sig. t df Sig. (2- t) 
EV n.a. 0,060 0,808 2,855 48 0,006 

2,871 41 0,006 
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assumed). The table shows that the results of the T-test on testing the hypothesis about the 
difference between the arithmetic means of the Artifficial Intelligence level of usage with 
regard to the success of startup companies (Sig. < 0.01) show that Artifficial Intelligence 
significantly influences the success of startup companies at the 1% level. 
 

Table 2: T-test results for the influence of Artifficial Intelligence and Profitability of startup 
companies 

 

Source: Authors 

 
Skewness and Kurtosis tests of normality of distribution were conducted for the artificial 
intelligence variable. The results are shown in Figure 1. 
 
  

 Levene s test T-test 99% Confidence Interval of the 
Difference 

EV assum. F Sig. t df Sig. (2- t) 
EV n.a. 0,060 0,808 2,855 48 0,006 

2,871 41 0,006 

Figure 1: Skewness and Kurtosis test od distribution normality 
 

 
 

Source: Authors 
 
Skewness value is between -1 and 1, while Kurtosis value has slight deviation that indicates 
distribution normality.  
 
There are calculated correlations and significance of correlations in the analysis of the 
connection between artificial intelligence and business performance of startup companies 
based on data from the survey questionnaire. Correlations at the 5% statistical significance 
level are marked with an asterisk, and correlations at the 1% significance level are marked 
with two asterisks. Based on the Pearson correlation coefficient scale, moderate correlations 
are marked with a dash, and strong correlations are marked with bold. Table 3 shows the 
calculated values and meanings of correlations that show the level of influence of artificial 
intelligence on the performance of startup companies 
 

Table 3: Correlation Analysis of Artifficial Intelligence the performances of startup 
companies 

 

No. Performances of startup companies Abb Corr. Sig. N 
1 Maximizing profits PRO  0,40** ,006 47 
2 Design and development of innovations IND 0,29* ,045 47 
3 Creating a competitive advantage ADC 0,31* ,033 48 
4 Realized innovations INR 0,33* ,026 46 

 
Source: Authors 

 
The table shows that there is a moderate correlation between artificial intelligence and profit 
maximization at the 1% significance level. Since the results of the hypothesis testing (Table 2) 
also show the correlation of artificial intelligence and the profitability of startup companies at 
the 1% significance level, it can be concluded that artificial intelligence is significantly 
correlated with profitability of startup companies.  
 
The calculated correlation between artificial intelligence, competitive advantage and 
innovation implementation is at the level of weak to moderate correlation, which indicates 
that the impact of artificial intelligence is weak, but has the potential to strengthen given the 
trends in the development and use of artificial intelligence in the business of startup 
companies. A weak correlation between artificial intelligence and the design of innovations at 
the 5% significance level was also calculated, which does not prove a significant correlation 
and indicates a possible potential relationship. 
 
The use of artificial intelligence as a technology for the processing and strategic analysis of 
large amounts of data enables the creation of information and knowledge in the business 
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intelligence system, which are key to the development of innovations, the creation of 
competitive advantage and decision-making. In this context, a regression analysis of the 
impact of artificial intelligence and big data technology on business intelligence was used, 
that is shown in Figure 2.  
 

Figure 2: Synergistic Influence of Artifficial Intelligence and Big Data on Business 
Intelligence in startup companies 

 

 
Source: Authors 

 
The Figure shows that the calculated correlation coefficient is 0.898 and the significance of 
the correlation for the variables - Artificial Intelligence and Big Data. This shows that there is 
a very strong synergistic influence of Artificial Intelligence and Big Data on Business 
Intelligence. Following the above, the impact of artificial intelligence on the performance of 
startup companies is analyzed. 
 
Table 4 shows the Correlation between Business Intelligence (BI) and performances of startup 
companies. 
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Table 4: Correlation between Business Intelligence (BI) and performances of startup 
companies. 

 
No. Performances of startup companies Abb Corr. Sig. N 
1 Maximizing profits PRO ,390** ,006 48 
2 Minimizing costs COS ,373** ,008 49 
3 Identifying business opportunities in the market BOM ,351* ,013 49 
4 Design and development of innovations IND ,477** ,001 49 
5 Creating a sustanaible competitive advantage ADC ,553** ,000 49 

11 Increased ability to partner or integrate systems 
with other companies INT ,446** ,001 48 

13 Improved efficiency and productivity EFF ,342* ,016 49 
14 Realized innovations INR ,571** ,000 48 

15 Better communication and cooperation with 
business partners BPC ,434** ,002 47 

 
Source: Authors 

 
A moderate to strong correlation showing a significant impact of artificial intelligence was 
calculated for the performances: Creating a sustainable competitive advantage and Realized 
innovations. A moderate to strong correlation showing a significant impact of artificial 
intelligence was calculated for the performances: Creating a sustainable competitive 
advantage and Realized innovations. A weak to moderate correlation was calculated for the 
variables Maximizing profits and Minimizing costs. A moderate correlation between artificial 
intelligence and startup performance was calculated for the following performances: Design 
and development of innovations, Increased ability to partner or integrate systems with other 
companies, Improved efficiency and productivity, Realized innovations.  
 
 
5. Discussion and Conclusion 
 
Statistical methods of hypothesis testing, correlation analysis and regression analysis were 
used in the research of the role and impact of artificial intelligence on information technology 
and startup performance. In the research of the impact of artificial intelligence on business 
performance based on the financial data of startups, the hypothesis testing method was used 
that confirmed the main hypothesis at the 1% significance level. Correlation analysis methods 
were used in the study of the impact of artificial intelligence on startup performance. A 
moderate correlation between artificial intelligence and profitability was determined at the 1% 
significance level. A weak to moderate correlation at the 5% significance level was 
determined for the impact on creating sustainable competitive advantage and implementing 
innovations. A weak correlation was determined between artificial intelligence and designing 
inovations. 
 
In the study of the impact of artificial intelligence on information technologies, correlation 
analysis and regression analysis methods were used. The correlation analysis method 
determined a strong impact of artificial intelligence on business intelligence (0.74). The 
regression analysis method determined a very strong synergistic impact of artificial 
intelligence and big data technologies (0.90). Given the very strong impact of artificial 
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intelligence on business intelligence, it can be concluded that artificial intelligence also 
indirectly affects the performance of startup companies through business intelligence. In this 
context, the correlations between business intelligence and startup company performance 
were analyzed. Using the correlation analysis method, a moderate correlation between 
artificial intelligence and startup performance was calculated, calculated for the following 
performances: Design and development of innovations, Increased ability to partner or 
integrate systems with other companies, Improved efficiency and productivity, Realized 
innovations. A moderate to strong correlation showing a significant impact of artificial 
intelligence was calculated for the performances Creating a sustainable competitive advantage 
and Realized innovations 
 
Based on the research results, it can be concluded that artificial intelligence has a significant 
impact on startup performances, that confirms the main research hypothesis. The auxiliary 
research hypotheses were also confirmed. The correlations and significance of the correlations 
between artificial intelligence, information technologies and startup performances were 
calculated. The research results show that artificial intelligence has strong impact on the way 
in which information technologies are used in startup companies and that the development, 
use and impact of information technologies are raised to a higher level. Future work should 
explore the possibilities of developing and using new combinations of artificial intelligence 
and information technologies in achieving startup performances. A key limitation of this study 
is the relatively small sample size of 50 startup companies, which, while methodologically 
justified given the exploratory nature of the research and the specific context of Croatian 
startups, inherently restricts the extent to which the findings can be generalized to the broader 
population of startups globally. Furthermore, as the study employs correlational analysis, 
results should be interpreted as indicative of associations rather than causal relationships. 
Future research should aim to replicate and extend these findings using larger and more 
diverse samples across different geographic and industry contexts to enhance external validity 
and enable more generalized inferences. 
 
Acknowledgement 
This paper was funded under the project line ZIP UNIRI of the University of Rijeka, for the 
project ZIP-UNlRl-2023-19. 
This work was supported by the University of Rijeka, under Grant: ZIP-UNIRI-2023-12. 
 
 
REFERENCES 
 
Adekunle, O. K., Ologbon, E. G., Abiodun, S. J. (2024): Artificial Intelligence (AI) Adoption 
and Startup Success Rates, International Journal of Research and Innovation in Social 
Science, International Journal of Research and Innovation in Social Science, 8 (11), 3032-
3043. https://dx.doi.org/10.47772/IJRISS.2024.8110235 
Ahmad N, Ribarsky J (2018): Towards a Framework for Measuring the Digital Economy. 
Paper presented at 16th Conference of the International Association of Official Statisticians 
(IAOS), Paris, France, 19-21 September 2018 
Al-Momani, M. M., (2024): Maximizing Organizational Performance: The Synergy of AI 
and BI. Revista De Gestão Social E Ambiental, 18(5), e06644. 
https://doi.org/10.24857/rgsa.v18n5-143 



261REGION, ENTREPRENEURSHIP, DEVELOPMENT

intelligence on business intelligence, it can be concluded that artificial intelligence also 
indirectly affects the performance of startup companies through business intelligence. In this 
context, the correlations between business intelligence and startup company performance 
were analyzed. Using the correlation analysis method, a moderate correlation between 
artificial intelligence and startup performance was calculated, calculated for the following 
performances: Design and development of innovations, Increased ability to partner or 
integrate systems with other companies, Improved efficiency and productivity, Realized 
innovations. A moderate to strong correlation showing a significant impact of artificial 
intelligence was calculated for the performances Creating a sustainable competitive advantage 
and Realized innovations 
 
Based on the research results, it can be concluded that artificial intelligence has a significant 
impact on startup performances, that confirms the main research hypothesis. The auxiliary 
research hypotheses were also confirmed. The correlations and significance of the correlations 
between artificial intelligence, information technologies and startup performances were 
calculated. The research results show that artificial intelligence has strong impact on the way 
in which information technologies are used in startup companies and that the development, 
use and impact of information technologies are raised to a higher level. Future work should 
explore the possibilities of developing and using new combinations of artificial intelligence 
and information technologies in achieving startup performances. A key limitation of this study 
is the relatively small sample size of 50 startup companies, which, while methodologically 
justified given the exploratory nature of the research and the specific context of Croatian 
startups, inherently restricts the extent to which the findings can be generalized to the broader 
population of startups globally. Furthermore, as the study employs correlational analysis, 
results should be interpreted as indicative of associations rather than causal relationships. 
Future research should aim to replicate and extend these findings using larger and more 
diverse samples across different geographic and industry contexts to enhance external validity 
and enable more generalized inferences. 
 
Acknowledgement 
This paper was funded under the project line ZIP UNIRI of the University of Rijeka, for the 
project ZIP-UNlRl-2023-19. 
This work was supported by the University of Rijeka, under Grant: ZIP-UNIRI-2023-12. 
 
 
REFERENCES 
 
Adekunle, O. K., Ologbon, E. G., Abiodun, S. J. (2024): Artificial Intelligence (AI) Adoption 
and Startup Success Rates, International Journal of Research and Innovation in Social 
Science, International Journal of Research and Innovation in Social Science, 8 (11), 3032-
3043. https://dx.doi.org/10.47772/IJRISS.2024.8110235 
Ahmad N, Ribarsky J (2018): Towards a Framework for Measuring the Digital Economy. 
Paper presented at 16th Conference of the International Association of Official Statisticians 
(IAOS), Paris, France, 19-21 September 2018 
Al-Momani, M. M., (2024): Maximizing Organizational Performance: The Synergy of AI 
and BI. Revista De Gestão Social E Ambiental, 18(5), e06644. 
https://doi.org/10.24857/rgsa.v18n5-143 

Autio, E., Nambisan, S., Thomas, L. D., Wright, M. (2018): Digital affordances, spatial 
affordances, and the genesis of entrepreneurial ecosystems, Strategic Entrepreneurship 
Journal, Vol. 12, No. 1, pp. 72-95., DOI: 10.1002/sej.1266 
Basri, W. (2020): Examining the Impact of Artificial Intelligence (AI)-Assisted Social 
Media Marketing on the Performance of Small and Medium Enterprises: Toward Effective 
Business Management in the Saudi Arabian Context. Int J Comput Intell Syst 13, 142–152. 
https://doi.org/10.2991/ijcis.d.200127.002 
Blank, S. (2013): Why the Lean Start-up changes everything. Harvard Business Review. 
Bukht R, Heeks R (2017): Defining, Conceptualising and Measuring the Digital Economy. 
Development Informatics Working Paper no. 68. Centre for Development Informatics, Global 
Development Institute, SEED, University of Manchester 
CompanyWall Business – Bonitetne informacije tvrtki, 2025. https://www.companywall.hr  
 
Damodaran, A. (2009): Valuing Young Start-Up and Growth Companies: Estimation Issues 
and Valuation Challenges, New York: Stern School of Business New York University 
Davenport, T., Guha, A., Grewal, D., Bressgott, T., (2020): How artificial intelligence will 
change the future of marketing. J. of the Acad. Mark. Sci. 48, 24–42 (2020). 
https://doi.org/10.1007/s11747-019-00696-0 
Demeusy, A. (2023): Pearson Correlation: Methodology, Limitations & Alternatives—Part 
1: Methodology, Medium, San Francisco, CA 
https://medium.com/@anthony.demeusy/pearson-correlation-methodology-limitations-
alternatives-part-1-methodology-42abe8f1ba90  
 
Duening, T., Shepherdet, M. M., Czaplewski, A. J. (2012): How Entrepreneurs Think: Why 
Effectuation and Effectual Logic May be the Key to Successful Enterprise 
Entrepreneurship, International Journal of Innovation Science 4(4), 205-216, DOI: 
10.1260/1757-2223.4.4.205  
Dwivedi, Y. K., Hughes, L., Ismagilova, E., Aarts, G., Coombs, C., Crick, T., Duan, Y., 
Dwivedi, R., Edwards, J., Eirug, A., Galanos, V., Ilavarasan, P. V., Janssen, M., Jones, P., 
Kar, A. K., Kizgin, H., Kronemann, B., Lal, B., Lucini, B., Medaglia, R., Le Meunier-
FitzHugh, K., Le Meunier-FitzHugh, L. C., Misra, S., Mogaji, E., Sharma, S. K., Singh, J. B., 
Raghavan, V., Raman, R., Rana, N. P., Samothrakis, S., Spencer, J., Tamilmani, K., Tubadji, 
A., Walton, P., & Williams, M. D. (2021): Artificial intelligence (AI): Multidisciplinary 
perspectives on emerging challenges, opportunities, and agenda for research, practice and 
policy. International Journal of Information Management, 57, 101994. 
https://doi.org/10.1016/j.ijinfomgt.2019.08.002 
Ebule, A. E. (2025): Leveraging Artificial Intelligence in Business Intelligence Systems for 
Predictive Analytics, International Journal of Scientific Research and Management (IJSRM), 
13 (1), 1862-79. https://doi.org/10.18535/ijsrm/v13i01.ec02. 
Evello d.o.o (2012): IT consulting & business services, Na koji način uskladiti IT i 
poslovanje? http://www.evello.hr/default.aspx?id=55 
EU Startup Monitor 2018, European Commission (2018): http://startupmonitor.eu/EU-
Startup-Monitor-2018-Report-WEB.pdf  (Accessed 20 Sept 2022).  
Fein, E. C., et.al. (2021): Statistics for Research Students, University of Southern 
Queensland, Toowoomba, 2021. 



262 14th INTERNATIONAL SCIENTIFIC CONFERENCE

Giones, F., & Brem, A. (2017): Digital Technology Entrepreneurship: A Definition and 
Research Agenda, Technology Innovation Management Review, Vol. 7 (5), 44-51. 
https://ssrn.com/abstract=2984542  
Goel, S., Karri, R. (2006): Entrepreneurs, Effectual Logic, and Over–Trust, 
Entrepreneurship Theory and Practice, 30, (4), https://doi.org/10.1111/j.1540-
6520.2006.00131.x  
Gomwe, G., Potgieter, M., & Litheko, A. M. (2022): Proposed Framework for Innovative 
Business Intelligence for Competitive Advantage in Small, Medium and Micro-
Organisations in the North West Province of South Africa. Southern African Journal of 
Entrepreneurship and Small Business Management, 14(1). 
Hair, J. F., Hult, G. T. M., Ringle, C. M., & Sarstedt, M. (2022): A Primer on Partial Least 
Squares Structural Equation Modeling (PLS-SEM) (3 ed.). Thousand Oaks, CA: Sage. 
Huang, Z., Savita, K.S., Zhong-jie, J. (2022): The Business Intelligence impact on the 
financial performance of start-ups, Information Processing & Management, 59 (1), 
https://doi.org/10.1016/j.ipm.2021.102761  
InfoBiz, informacije o uspješnosti poslovanja i financijskom položaju poslovnih subjekata u 
Hrvatskoj, (2025): https://infobiz.fina.hr  
InSolve, izvor financijskih i poslovnih informacija, (2025), https://www.insolve.hr/  
Ivanović-Đukić, M., Stevanović, T., Rađenović, T. (2019): Does digitalization affect the 
contribution of entrepreneurship to economic growth? Zbornik radova Ekonomskog 
fakulteta u Rijeci: časopis za ekonomsku teoriju i praksu/Proceedings of Rijeka Faculty of 
Economics: Journal of Economics and Business, Vol. 37, No. 2, pp. 653-679. 
Jayabalan, D. (2024): Business Intelligence to Artificial Intelligence. International Research 
Journal of Modernization in Engineering Technology and Science, 6(5). 
Judijanto, L., Utama, I. W. K., Ambarita, N. P., Permana, I. (2023): An Interdisciplinary 
Bibliometric Review of the Symbiotic Relationship between Business Intelligence and 
Artificial Intelligence. The Eastasouth Journal of Information System and Computer Science, 
1(02), 98–108. https://doi.org/10.58812/esiscs.v1i02.183  
Kudelić, R., Šmaguc, T., Robinson, S. (2025): Artificial intelligence in the service of 
entrepreneurial finance: knowledge structure and the foundational algorithmic paradigm. 
Financ Innov 11, 72. https://doi.org/10.1186/s40854-025-00759-y  
Lindholm-Dahlstrand, Å, Andersson, M., and Carlsson, B. (2019): Entrepreneurial 
experimentation: a key function in systems of innovation. Small Bus. Econ. 53, 591–610. 
doi: 10.1007/s11187-018-0072-y  
Mariani, M. M., Machado, I., Nambisan, S. (2023): Types of innovation and artificial 
intelligence: A systematic quantitative literature review and research agenda, Journal of 
Business Research, Elsevier, vol. 155(PB). 
Nambisan, S. (2017): Digital Entrepreneurship: Toward a Digital Technology Perspective 
of Entrepreneurship. Entrepreneurship Theory and Practice, 41(6), 1029–1055. 
https://doi.org/10.1111/ETAP.12254 
OECD/European Union, The Missing Entrepreneurs (2019): Policies for Inclusive 
Entrepreneurship, what potential does digital entrepreneurship have for being inclusive? 
Paris: OECD Publishing 
Petz, B. (2007): Osnovne statističke metode za nematematičare, Naklada Slap, Jastrebarsko 



263REGION, ENTREPRENEURSHIP, DEVELOPMENT

Giones, F., & Brem, A. (2017): Digital Technology Entrepreneurship: A Definition and 
Research Agenda, Technology Innovation Management Review, Vol. 7 (5), 44-51. 
https://ssrn.com/abstract=2984542  
Goel, S., Karri, R. (2006): Entrepreneurs, Effectual Logic, and Over–Trust, 
Entrepreneurship Theory and Practice, 30, (4), https://doi.org/10.1111/j.1540-
6520.2006.00131.x  
Gomwe, G., Potgieter, M., & Litheko, A. M. (2022): Proposed Framework for Innovative 
Business Intelligence for Competitive Advantage in Small, Medium and Micro-
Organisations in the North West Province of South Africa. Southern African Journal of 
Entrepreneurship and Small Business Management, 14(1). 
Hair, J. F., Hult, G. T. M., Ringle, C. M., & Sarstedt, M. (2022): A Primer on Partial Least 
Squares Structural Equation Modeling (PLS-SEM) (3 ed.). Thousand Oaks, CA: Sage. 
Huang, Z., Savita, K.S., Zhong-jie, J. (2022): The Business Intelligence impact on the 
financial performance of start-ups, Information Processing & Management, 59 (1), 
https://doi.org/10.1016/j.ipm.2021.102761  
InfoBiz, informacije o uspješnosti poslovanja i financijskom položaju poslovnih subjekata u 
Hrvatskoj, (2025): https://infobiz.fina.hr  
InSolve, izvor financijskih i poslovnih informacija, (2025), https://www.insolve.hr/  
Ivanović-Đukić, M., Stevanović, T., Rađenović, T. (2019): Does digitalization affect the 
contribution of entrepreneurship to economic growth? Zbornik radova Ekonomskog 
fakulteta u Rijeci: časopis za ekonomsku teoriju i praksu/Proceedings of Rijeka Faculty of 
Economics: Journal of Economics and Business, Vol. 37, No. 2, pp. 653-679. 
Jayabalan, D. (2024): Business Intelligence to Artificial Intelligence. International Research 
Journal of Modernization in Engineering Technology and Science, 6(5). 
Judijanto, L., Utama, I. W. K., Ambarita, N. P., Permana, I. (2023): An Interdisciplinary 
Bibliometric Review of the Symbiotic Relationship between Business Intelligence and 
Artificial Intelligence. The Eastasouth Journal of Information System and Computer Science, 
1(02), 98–108. https://doi.org/10.58812/esiscs.v1i02.183  
Kudelić, R., Šmaguc, T., Robinson, S. (2025): Artificial intelligence in the service of 
entrepreneurial finance: knowledge structure and the foundational algorithmic paradigm. 
Financ Innov 11, 72. https://doi.org/10.1186/s40854-025-00759-y  
Lindholm-Dahlstrand, Å, Andersson, M., and Carlsson, B. (2019): Entrepreneurial 
experimentation: a key function in systems of innovation. Small Bus. Econ. 53, 591–610. 
doi: 10.1007/s11187-018-0072-y  
Mariani, M. M., Machado, I., Nambisan, S. (2023): Types of innovation and artificial 
intelligence: A systematic quantitative literature review and research agenda, Journal of 
Business Research, Elsevier, vol. 155(PB). 
Nambisan, S. (2017): Digital Entrepreneurship: Toward a Digital Technology Perspective 
of Entrepreneurship. Entrepreneurship Theory and Practice, 41(6), 1029–1055. 
https://doi.org/10.1111/ETAP.12254 
OECD/European Union, The Missing Entrepreneurs (2019): Policies for Inclusive 
Entrepreneurship, what potential does digital entrepreneurship have for being inclusive? 
Paris: OECD Publishing 
Petz, B. (2007): Osnovne statističke metode za nematematičare, Naklada Slap, Jastrebarsko 

Raji, I.D., Smart, A., White, R.N., Mitchell, M., Gebru, T., Hutchinson, B., Smith-Loud, J., 
Theron, D., & Barnes, P. (2020): Closing the AI accountability gap: defining an end-to-end 
framework for internal algorithmic auditing. Proceedings of the 2020 Conference on 
Fairness, Accountability, and Transparency. 
Sahut, J. M., Dana, L. P., & Teulon, F. (2021): Corporate governance and financing of 
young technological firms: A review & introduction. Technological Forecasting and Social 
Change, 163, 120425. https://doi.org/10.1016/J.TECHFORE.2020.120425  
Sarasvathy, S. D. (2001): Causation and Effectuation: Toward a Theoretical Shift from 
Economic Inevitability to Entrepreneurial Contingency. 
https://Doi.Org/10.5465/Amr.2001.4378020, 26(2), 243–263 
Schulte-Althoff, M., Fürstenau, D., Moo Lee, G. (2021): A Scaling Perspective on AI 
Startups. In Proceedings of the 54th Hawaii International Conference on System Sciences 
(pp. 6515-6524). Hawaii International Conference on System Sciences (HICSS). 
https://doi.org/10.24251/HICSS.2021.784 
Sestino, A., De Mauro, A. (2021): Leveraging Artificial Intelligence in Business: 
Implications, Applications and Methods. Technology Analysis & Strategic Management. 
Sesvećan, V. (2008): Sve će više informatičara postajati glavni direktori, Poslovni dnevnik, 
Zagreb, https://www.poslovni.hr/svijet/sve-ce-vise-informaticara-postajati-glavni-direktori-
85153  
Siddik, A.B., Li, Y., Du, A. M. (2024): Unlocking funding success for generative AI 
startups: The crucial role of investor influence, Finance Research Letters, 69. 
https://doi.org/10.1016/j.frl.2024.106203. 
Sreenivasan, A., Suresh, M. (2022): Adoption of Artificial Intelligence (AI) in Start-ups: A 
Review, Proceedings of the 2nd Indian International Conference on Industrial Engineering 
and Operations Management, Warangal, India, 2022. 
Steve, B., Dorf, B. (2014): The Startup Owner’s Manual: The Step-by-Step Guide for 
Building a Great Company, K&S Ranch 
Usman, F. O., Eyo-Udo, N. L., Etukudoh, E. A., Odonkor, B., Ibeh, C. V., & Adegbola, A. 
(2024): A critical review of ai-driven strategies for entrepreneurial success. International 
Journal of Management & Entrepreneurship Research, 6 (1), 200-215.  
Valliere, D., Peterson, R. (2009): Entrepreneurship and economic growth: Evidence from 
emerging and developed countries, Entrepreneurship & Regional Development, Vol. 21, No. 
5-6, pp. 459–480., DOI: 10.1080/08985620802332723  
van Welsum, D. (2016): Enabling Digital Entrepreneurs, World Development Report 2016, 
Background Paper, World Bank Group 
von Briel F, Davidsson P, Recker J. (2018): Digital Technologies as External Enablers of 
New Venture Creation in the IT Hardware Sector. Entrepreneurship Theory and Practice 1–
23:47-69. https://doi.org/10.1177/1042258717732779 
Vukmirović, S., Grčić Fabić M., Džido, A. (2023): Analysis of the factors of informatization 
and digital entrepreneurship in the development of startup companies in Croatia. 
Interdisciplinary Management Research (IMR) XIX. Osijek: Josip Juraj Strossmayer 
University of Osijek, Faculty of Economics in Osijek 
Wisdom Library (2025): Significance of Moderate correlation, 
https://www.wisdomlib.org/concept/moderate-correlation  





DEVELOPMENT

RED
2025





267REGION, ENTREPRENEURSHIP, DEVELOPMENT

A scientific paper 
Katarina Bačić, Ph. D. 
Inženjerski biro d.o.o., Croatia 
E-mail address: kbacic@ingbiro.hr    
 
 

MERCHANDISE EXPORTS AND PRODUCTIVITY IN 
MANUFACTURING THROUGH THE LENS OF TECHNOLOGICAL 

STRUCTURE: THE CASE OF CROATIA 
 
 

ABSTRACT 
 

This paper explores the sophistication of exports and productivity within the Croatian 
manufacturing sector, focusing on its technological structure, observed through research and 
development (R&D) intensity. International composite indicators suggest that Croatian 
merchandise exports are less sophisticated compared to those of peer economies, making 
Croatia as an interesting case. Due to the constraints of a small domestic market, the country 
is compelled to pursue economic growth primarily through export activities. From a policy 
perspective, industries that generate higher value added and/or exhibit dynamic productivity 
growth are particularly desirable. Investments in R&D and technologies typically result in high 
value-added outputs. Industries are categorized by R&D intensity into four groups: high-tech, 
medium high-tech, medium low-tech, and low-tech. This paper addresses the following 
research questions: How does Croatia’s manufacturing technology structure and export 
sophistication compare to similar and more advanced economies? Are industries with higher 
R&D intensity associated with greater productivity, a determinant of competitiveness? These 
questions are examined using quantitative data from various sources, including Eurostat and 
national statistics, through descriptive statistics and comparative analysis. The results are 
compared with selected post-transition Central and Eastern European countries, as well as 
Croatia’s principal European Union trading partners. The findings contribute to a better 
understanding of how technological structure influences manufacturing productivity and export 
sophistication in a small, post-transition EU economy. The insights may inform policymakers 
and industry stakeholders in designing effective industrial and innovation policies by clarifying 
the link between technological structure and competitiveness. 
 
Key words: manufacturing, R&D, technological structure, productivity, export sophistication. 
 
 
1. Introduction 
 
Small economies are constrained by the limited size of their domestic markets, which hinders 
their ability to achieve efficient production scales. This limitation can be mitigated by 
competing in foreign markets, i.e. through exports. Contemporary economic development and 
growth challenges increasingly require economies to generate higher volumes of high value-
added merchandise exports, often linked to technologically advanced and highly innovative 
industries. Post-transition economies in the European Union are developing at varying speeds, 
depending on factors such as investment volume, innovation activity, integration into global 
value chains, and national economic strategies. Croatia was the last post-transition country to 
join the EU in 2013 as a small economy with a stagnating manufacturing sector undergoing 
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deindustrialisation and a growing reliance on tourism. Previous papers have identified Croatia's 
manufacturing technological structure as outdated and less competitive in export markets (Rašić 
– Bakarić, Vizek, 2010). Merchandise exports were found to be comparatively low in value 
(Buturac, 2017) and dominated by standardised products vulnerable to price issues (Stojčić, 
Bačić, Aralica, 2015). Importantly, the transition toward higher value-added export products is 
considered a prerequisite for improving export competitiveness (Buturac, 2009). The most 
recent international composite indicators reflect Croatia’s slow progress and stagnation relative 
to its peers. 
 
To the best of the author's knowledge, there is a lack of recent research on the technological 
structure of the Croatian manufacturing sector. This paper aims to examine the economic 
outcomes produced by this structure, primarily through export indicators and labour 
productivity. It addresses the following research questions: What is the current state of Croatia’s 
manufacturing technology structure? How does this structure—and the sophistication of 
Croatian exports—compare with those of similar or more advanced economies? Are industrial 
groups characterised by higher R&D intensity also associated with greater productivity, a 
determinant of competitiveness? These questions are examined using quantitative data from 
multiple sources, including Eurostat and national statistics, through descriptive statistics and 
comparative analysis. Results are compared with those of post-transition Central and Eastern 
European countries and several of Croatia’s key EU trading partners. The paper contributes to 
a deeper understanding of how the technological structure of manufacturing determines 
productivity and export sophistication in a small post-transition EU economy. The findings may 
be of importance to policymakers and industry stakeholders in shaping policies that aim to 
enhance manufacturing competitiveness. 
 
The paper is structured as follows: after this introduction, a theoretical and empirical overview 
is presented, followed by the methodological framework and the analysis of results. The paper 
concludes with a summary of key findings. 
 
 
2. Theoretical and Empirical Overview 
 
Croatia, along with other EU post-transition economies, is classified as a high-income country 
according to World Bank standards (World Bank Report, 2024). However, within the context 
of post-transition Europe, it is not among the leading economies. Key economic indicators 
reveal that countries with similar initial conditions—such as Czechia, Slovenia, and Hungary—
have outperformed Croatia. As a macroeconomic measure of productivity, gross domestic 
product (GDP) per capita at market prices provides a relevant point of comparison: in 2024, 
GDP per capita stood at €29,280 in Czechia and €31,490 in Slovenia, the most advanced among 
post-transition economies. Croatia recorded €21,710, a figure closely aligned with those of 
Poland (€22,410) and Hungary (€21,470), according to Eurostat data (2025). 
 
International composite indicators, which capture multiple dimensions of competitiveness, 
offer further insights. The Economic Complexity Index (ECI) by the Observatory of Economic 
Complexity (OEC) measures the knowledge intensity of an economy. In 2023, Croatia ranked 
34th, while peer post-transition countries achieved significantly higher positions: Czechia 
ranked 7th, Slovenia 12th, Hungary 14th, Slovakia 15th, and Poland 24th. Over the past two 
decades, Croatia's decline in ranking suggests a relative decrease in economic complexity 
(OEC, 2025). A similar pattern is observed in OEC-ECI indicators measuring technological 
complexity and research.   
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A substantial portion of Croatia’s value added originates from tourism and related sectors. 
Combined with EU-funded infrastructure projects, this has largely spurred construction 
activity. However, the corresponding demand has been met predominantly by low-technology 
manufacturing sectors (e.g., food processing, furniture production) and medium-low-
technology industries (e.g., construction materials and inputs). 
 
The limited industrial development and the absence of a coherent industrial policy during the 
transition and post-transition periods have been identified as key weaknesses of Croatian 
manufacturing (Jurčić, 2017). According to Jurčić, the transition to a modern, market-oriented 
industry was never fully implemented, resulting in industrial collapse and a failure to generate 
high-quality employment—one of the key objectives of industrial development. 
 
The Technological Structure 
 
Structural characteristics of the Croatian manufacturing sector point to a decline in 
competitiveness and lagging performance compared to other European countries. Between 
2002 and 2007, the expansion of low-technology industries was identified as an unfavourable 
trend (Rašić–Bakarić, Vizek, 2010). Similarly, based on International Trade Centre data, 
between 2005 and 2010, Croatia’s manufacturing exports were dominated by traditional, 
labour- and resource-intensive sectors such as wood and leather products (Basarac, Vučković, 
2011). 
 
While data up to 2018 indicate progress in many low- and medium-complexity sectors, little 
advancement has been made in high-complexity sectors, except for a notable breakthrough in 
the chemical and pharmaceutical sector (Pugliese, Tacchella – EC/JRC, 2021). Although 
Croatia has shown some improvement in economic complexity, it lags behind comparable 
economies. In the Harvard Growth Lab’s 2025 economic complexity ranking, Croatia fell from 
30th place in 1995 to 32nd in 2023, while Slovenia, Czechia, Hungary, and Slovakia climbed 
to 8th, 10th, 13th, and 20th positions, respectively. The economic complexity is observed 
through the diversity and complexity of country’s export basket. This technological lag was 
already evident in earlier data from UN Comtrade (2015), which showed Croatia’s per capita 
exports value of high-tech goods to the EU-28 were significantly below those of other EU 
transition countries (Buturac, 2017). 
 
Stojčić, Bečić, and Vojinić (2012) explored the role of technological intensity in industry for 
both Croatia and Slovenia. In Slovenia, industries with higher technological intensity 
experienced greater export market share, a pattern not observed in Croatia. However, a 
structural shift has been identified in Croatian exports to the EU-15 market since 2000: the 
export structure has gradually shifted from low- to high-technology-intensive industries, with 
trade increasingly dominated by vertical intra-industry exchanges. 
 
Although the small and medium-sized enterprise (SME) export segment in manufacturing is 
narrower, all Croatian SME technology sectors recorded improved international 
competitiveness between 2006 and 2012. These firms generally fit the profile of price-
competitive producers of standardised goods. The share of revenue from exports was lowest in 
the high-tech sector. Nevertheless, improvements in productivity were visible among high-tech 
firms during this period, which included the global financial crisis, while productivity declined 
in low- and medium-low-technology groups (Stojčić, Bačić, and Aralica, 2015). 
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Croatia’s unfavourable industrial structure has also been cited by Kersan-Škabić (2017) as one 
of the reasons for the country’s limited share of intermediate goods in exports up to 2011. She 
also highlighted Croatia’s insufficient integration into the EU’s single market. 
 
The Manufacturing Export Dynamic and Value Added 
 
Croatia’s trade specialisation and comparative advantages during the period from 2000 to 2010 
were primarily found in low value-added products, among comparable South-East European 
economies (Buturac, 2013). Specifically, Croatia’s annual export growth rate was lower than 
that of most EU transition economies during the period 1993–2007, according to Buturac’s own 
calculations (2009) and WIIW data. Using standard trade indicators, he identified structural 
features of Croatian manufacturing trade: in the prevailing inter-industry trade positive export 
trends were observed only in labour-intensive and raw material-intensive activities, while intra-
industry trade was characterised by low value-added exports. Croatia also recorded a positive 
trade balance with the EU in low value-added goods between 2002 and 2006 (Buturac and 
Grižinić, 2009). In a broader regional context up to 2008, Buturac, Lovrinčević, and Mikulić 
(2011) found that comparative advantages and trade specialisation in Croatia and the wider 
South-East European region were primarily realised in low value-added goods such as iron and 
steel, footwear, clothing, and wood. 
 
Nikolić and Miloloža (2018) conducted a comprehensive review of 186 scientific papers 
published in Croatia between 2007 and 2017 on export-related issues. Among other findings, 
they concluded that Croatian products were gradually losing their share in international 
markets. 
 
Determinants of Export Competitiveness 
 
Cost factors have played a critical role for Croatian exporters, particularly between 1999 and 
2007, as shown by Stojčić (2012). He confirmed that Croatian exporters are highly cost-
sensitive in establishing their international position, primarily relying on cost reductions and 
gains in labour productivity. Wages emerged as a key issue. Using a dynamic panel system 
GMM technique on a sample of manufacturing firms, Stojčić, Bečić, and Vojinić (2012) further 
demonstrated that the export competitiveness of Croatian manufacturers is significantly 
influenced by labour costs—unlike in Slovenia, where product quality was the primary driver 
of market share in the EU-15 during the period 2002–2007. 
 
In their research of Croatian small and medium-sized manufacturing enterprises (SMEs) 
between 2006 and 2012, Stojčić, Bačić, and Aralica (2015) identified accumulated 
entrepreneurial experience, access to new technologies, and learning-by-exporting as key 
sources of competitive advantage. Productivity gains were found to strengthen SMEs’ 
international positions. Their conclusions were based on dynamic panel analysis of data from 
674 firms sourced from the Amadeus database. 
 
According to Duspara, Knežević, and Turuk (2017), Croatia’s competitive position relative to 
comparable economies (e.g., Slovenia, Hungary) was unfavourable up to 2016/17, based on 
data from the World Economic Forum, the Global Innovation Index, and the Innovation Union 
Scoreboard. They identified insufficient innovation capacity and a lack of technological 
sophistication in production as critical challenges. 
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sophistication in production as critical challenges. 
 
 

International Trade Integration and Manufacturing Structure 
 
Croatia has been the least integrated of all new EU member states into the EU’s global value 
chains (GVCs), while Hungary has shown the highest degree of integration (Kersan-Škabić, 
2017). This assessment was based on the share of foreign and domestic value added in gross 
exports using Trade in Value Added (TiVA) data from the WTO and OECD for the years 1995, 
2000, 2005, and 2008–2011. 
 
Tica, Stojčić, and Matić (2023) came to similar findings in a study covering the period 1996–
2018, using TiVA data for 23 European countries and 45 industrial sectors. Throughout the 
entire period, Croatia consistently lagged behind other transition economies in forward 
integration (i.e., the share of domestic value added embodied in foreign exports). By the end of 
the observed period, Croatia’s backward integration (i.e., the share of foreign value added in 
domestic exports) remained significantly lower than that of comparable countries. 
 
Export Competitiveness and Technological Complexity During Crises 
 
The Croatian manufacturing sector’s resilience was tested during the global financial crisis of 
2008 and again in the aftermath of the COVID-19 pandemic. The 2008 crisis had a pronounced 
negative effect on South-East European countries, including Croatia, as it led to reduced 
comparative advantages and diminished export competitiveness (Buturac, Lovrinčević, and 
Mikulić, 2011). Nevertheless, Croatian exports showed resilience, with recovery observed from 
2010 to 2015 due to renewed foreign demand and greater domestic export orientation (Buturac, 
2017). 
 
In a more recent study, Stojčić (2020) examined the impact of the COVID-19 pandemic on the 
competitiveness of Croatian manufacturing exporters. Using survey-based data from the World 
Bank covering 131 manufacturing firms, and applying descriptive statistics and econometric 
analysis, the study found that revenues of export-oriented firms were affected due to COVID-
related disruptions in regional and global supply chains. 
 
Sectoral Issues 
 
Sectoral analysis of economic complexity and industrial competitiveness of Croatia between 
2012 and 2018 identified the greatest improvements in low- and medium-complexity sectors 
such as crops, textile materials, and food (Pugliese, Tacchella – EC/JRC, 2021). 
 
Earlier research, based on data from 2002, 2004, and 2006, has shown that Croatian agricultural 
and transport equipment sectors were relatively well-positioned within the EU, whereas the 
chemical industry was stagnating and the textile and clothing sectors’ competitiveness was 
deteriorating (Buturac, Grižinić, 2009). 
 
The Croatian food industry, classified as a low-technology sector, has received the most 
academic attention due to its size. Buturac and Vizek (2015) analysed the Croatian food 
industry, which accounted for 24% of total manufacturing output up to 2013, using input-output 
models and standardized export competitiveness indicators. They found that the sector was 
highly resilient to the 2008 recession, although its product and market structures lacked 
diversification. Its export performance was strongest in the CEFTA market, where most 
products had comparative advantages. In a follow-up analysis, Buturac (2018) applied similar 
methods and confirmed these findings using CBS, UN COMTRADE, Eurostat, and IMF data 
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up to 2015/16. While Croatia held its position in the CEFTA market, it underperformed in 
faster-growing markets.  
 
Lessons from the Literature 
 
Previous research consistently shows that Croatian manufacturing exports are predominantly 
limited to low-value products and that the sector suffers from an unfavourable industrial 
structure and limited integration into GVCs. The export-oriented segment of Croatian 
manufacturing demonstrated greater resilience following the 2008 crisis due to the recovery of 
global trade, although the broader Croatian economy remained weakened for longer. Several 
authors have highlighted the consequences of Croatia’s industrial profile, including a low share 
of domestically produced intermediate goods in exports and a reliance on standardised, low-
value products. Price competitiveness has repeatedly emerged as a serious factor for exporters. 
Moreover, some researchers argue that the lack of prioritisation of modern industrial 
development has contributed to the sector’s regression. 
 
 
3. Methodological Framework 
 
This paper relies on descriptive statistical and comparative analysis. Macroeconomic, sectoral, 
and foreign trade data from various sources were used and adjusted by the author for purposes 
of comparability. The primary sources include the Financial Agency (FINA), Eurostat, and the 
Croatian Bureau of Statistics (CBS). FINA provides structural statistics for several European 
countries, based on Eurostat data, including technological groupings of manufacturing activities 
according to R&D intensity for the 2016–2020 period. Eurostat data used in this paper include 
macroeconomic indicators such as the real effective exchange rate (REER), foreign trade data, 
and statistics on high-technology and medium-high-technology sectors, available up to 2023. 
 
CBS data on Croatian foreign trade, along with other statistical data pertaining to the economy 
of the Republic of Croatia, are also used in this paper. Most of these data are available up to 
2024. 
 
The comparative analysis is carried out for a selected group of countries with economic 
indicators most relevant to the research questions. The country sample includes Croatia’s 
principal trading partners—a few older EU members, post-transition EU economies from the 
same geographical region and/or with similar pre-transition conditions, as well as one non-EU 
member. The countries included in the analysis are Croatia, Austria, Germany, Italy, Czechia, 
Slovenia, Slovakia, Hungary, Poland, Bulgaria, Romania, and Serbia. 
 
Given the focus of this paper on exports in the manufacturing sector, the definition of 
technology-related aggregates within manufacturing is particularly relevant. The classification 
of industries by research and development (R&D) intensity, as defined by the OECD (measured 
as the ratio of R&D expenditure to value added), is also employed by Eurostat for EU member 
states. Industries are categorised into four technological groups: high-technology, medium-
high-technology, medium-low-technology, and low-technology. These classifications are based 
on the NACE Rev. 2 framework, either at the two-digit or three-digit level, depending on the 
classificational depth of the data.  The scope of these technology-related aggregates is 
summarised in Table 1 and has been applied accordingly to the various data sources used 
throughout this paper. 
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Table 1: Eurostat aggregation of the manufacturing industry according to technological 
intensity and based on NACE Rev. 2 

 
  Based on NACE Rev. 2, two-digit level   Based on NACE Rev. 2, three-digit level 
  High-technology    High-technology  

21 
Manufacture of basic pharmaceutical 
products and pharmaceutical preparations;  21 

Manufacture of basic pharmaceutical products 
and pharmaceutical preparations; 

26 
Manufacture of computer, electronic and 
optical products 26 

Manufacture of computer, electronic and optical 
products; 

    30.3 
Manufacture of air and spacecraft and related 
machinery 

  Medium-high-technology    Medium-high-technology  

20 
Manufacture of chemicals and chemical 
products;  20 Manufacture of chemicals and chemical products; 

27 Manufacture of electrical equipment;   25.4 Manufacture of weapons and ammunition; 

28 
Manufacture of machinery and equipment 
n.e.c.;  27 Manufacture of electrical equipment; 

29 
Manufacture of motor vehicles, trailers and 
semi-trailers; 28 Manufacture of machinery and equipment n.e.c.; 

30 Manufacture of other transport equipment 29 
Manufacture of motor vehicles, trailers and semi-
trailers; 

   

30 
(ex. 

30.1., 
30.3) 

Manufacture of other transport equipment 
excluding Building of ships and boats and 
excluding Manufacture of air and spacecraft and 
related machinery; 

    32.5 
Manufacture of medical and dental instruments 
and supplies 

  Medium-low-technology   Medium-low-technology 

19 
Manufacture of coke and refined petroleum 
products;  18.2 Reproduction of recorded media; 

22 Manufacture of rubber and plastic products;  19 
Manufacture of coke and refined petroleum 
products; 

23 
Manufacture of other non-metallic mineral 
products;  22 Manufacture of rubber and plastic products; 

24 Manufacture of basic metals;  23 
Manufacture of other non-metallic mineral 
products; 

25 
Manufacture of fabricated metals products, 
except machinery and equipment; 24 Manufacture of basic metals; 

33 
Repair and installation of machinery and 
equipment 

25 
(ex. 

25.4) 

Manufacture of fabricated metal products, except 
machinery and equipment excluding Manufacture 
of weapons and ammunition; 

    30.1 Building of ships and boats; 

   33 
Repair and installation of machinery and 
equipment 

  Low technology    Low technology  
10 Manufacture of food products 10 Manufacture of food products; 
11 Manufacture of beverages 11 Manufacture of beverages; 
12 Manufacture of tobacco products 12 Manufacture of tobacco products; 
13 Manufacture of textile 13 Manufacture of textiles; 
14 Manufacture of wearing apparel  14 Manufacture of wearing apparel; 
15 Manufacture of leather and related products 15 Manufacture of leather and related products; 

16 
Manufacture of woods and of products of 
wood 16 

Manufacture of wood and of products of wood 
and cork, except furniture; manufacture of 
articles of straw and plaiting materials; 

17 Manufacture of paper and paper products  17 Manufacture of paper and paper products; 

18 Printing and reproductions of recorded media  

18 
(ex. 

18.2) 

Printing and reproduction of recorded media 
excluding Reproduction of recorded media; 

31 Manufacture of furniture  31 Manufacture of furniture; 



274 14th INTERNATIONAL SCIENTIFIC CONFERENCE

  Based on NACE Rev. 2, two-digit level   Based on NACE Rev. 2, three-digit level 

32 Other manufacturing  

32 
(ex. 

32.5) 

Other manufacturing excluding Manufacture of 
medical and dental instruments and supplies 

Note: ex. stands for excluding. 
 

Source: Eurostat 
 
 
4. Manufacturing Technological Structure, Labour Productivity, and Export  
    Competitiveness 
 
4.1. Labour Productivity in Manufacturing 
 
Productivity is key to economic competitiveness. Although various productivity measures exist, 
labour productivity is most commonly used due to its simplicity and interpretability. In this 
context, gross value added per employee (GVA per employee, or GVA PE) serves as an 
indicator of labour productivity in manufacturing. Table 2 presents GVA PE data for the sample 
of countries in 2020. Labour productivity in older EU member states is significantly higher than 
in post-transition economies. Austria leads with €88,000 per employee in manufacturing, 
followed by Germany and Italy with €79,000 and €68,000, respectively. 
 
In the five-year period under review, Croatia maintained its 9th position out of the 12 observed 
countries, reflecting a relatively less advanced and less competitive manufacturing sector. 
Among other post-transition economies, Slovenia stands out with €46,000 in GVA PE, 
outperforming all other new EU member states. It is followed by Czechia, Hungary, Poland, 
and Slovakia, which recorded values ranging from €30,000 to €39,000—all countries that 
joined the EU in the mid-2004 enlargement wave. 
 
Croatia recorded €23,000 in 2016 and €25,000 in 2020, placing it at approximately one-third 
of the average EU manufacturing GVA PE level. It is the only country within the €20,000–
€29,000 range. Countries with lower GVA PE values include Bulgaria, Romania, and Serbia. 
When examining GVA PE growth from 2016 to 2020, Croatia ranks among the slower-growing 
countries, with a modest increase of €2,000. In contrast, the leading post-transition economies 
registered more substantial increases of €4,000 to €6,000, with the exception of Slovakia. 
 
The level of value added generated is, among other factors, a reflection of a country’s specific 
manufacturing technological structure. Higher R&D intensity across technology groups 
typically corresponds to the production of more complex and sophisticated goods. Table 2 
demonstrates that higher value added is consistently generated within the higher-technology 
groups in all countries. GVA PE is positively associated with the level of R&D intensity, and 
productivity across technology groups follows a development pattern—more developed 
economies systematically generate higher GVA PE at all levels of technological intensity and 
are closer to the technological frontier.  
 
Complete data across all technology groups are not available for every post-transition country. 
For Croatia, only data for high-technology (HTC) and medium-low-technology (MLTC) groups 
are available. Austria and Germany lead in the high-tech segment, with HTC GVA PE 
exceeding €110,000 and MHTC over €90,000. Austria is the closest to the technological frontier 
across all manufacturing technology groups; even in the low-technology segment, its GVA PE 
surpasses €80,000. 
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Among post-transition countries, Slovenia leads in all technology groups, particularly in HTC, 
where it reaches €88,000. Croatia’s GVA PE in the HTC segment (€54,000) aligns with values 
observed in more advanced post-transition economies such as Czechia and Hungary. However, 
in the MLTC segment (€28,000), Croatia lags behind these peers. 
 
Table 2: Average GVA per employee in 2020 across technology groups and in manufacturing 
industry, in thousand euro (countries ranked by GVA per employee in manufacturing in 2020) 

 

 
Notes: - denotes that data are not available; * In the case of Slovenia, HTC-, HTMC-, MHTC- and LTC-data 
refer to 2019, while Total manufacturing industry-data refers to 2020. 
 

Source: FINA based on Eurostat data; authors calculations of 2020/2016 difference 
 
From an economic policy perspective, a greater share of higher value-added manufacturing 
groups is desirable, as these sectors are typically associated with higher levels of productivity. 
It is generally assumed that firms in these industries compete trough quality and innovation, in 
contrast to low-value segments where price competitiveness tends to dominate. The relative 
size of manufacturing technological groups can be assessed through the number of employees, 
particularly during the post-COVID-19 period, when financial and economic indicators may be 
less reliable due to price instability and disrupted market conditions.  
 
For the purposes of cross-country comparison, Table 3 presents the number of employees per 
100,000 inhabitants in 2020, disaggregated by manufacturing technology groups. The five 
countries with the highest number of employees in high-technology manufacturing (HTC) per 
100,000 inhabitants—Germany, Slovenia, Hungary, Czechia, and Austria—also report higher 
employment in medium-high-technology manufacturing (MHTC) and in the overall 
manufacturing sector. This pattern may suggest that higher-technology groups contribute to the 
development and growth of adjacent technological segments through value chain linkages. 
 
Within the observed sample, Croatia records the lowest number of employees per 100,000 
inhabitants in the higher-technology manufacturing segment, while simultaneously ranking 
among the highest in lower-technology manufacturing employment. 
 
Specifically, Croatia and Bulgaria are the only two countries in which the number of employees 
in low-technology manufacturing (LTC) exceeds 3,000 per 100,000 inhabitants in 2020—
Bulgaria with 3,489 and Croatia with 3,208. With only 243 per 100,000 inhabitants in HTC, 

HTC MHTC MLTC LTC Total 
manufacturing 
industry (2020)

2020/2016 
difference

Austria 117 91 86 81 88 -1
Germany 111 91 67 60 79 0
Italy 107 76 63 59 68 -3
Slovenia* 88 42 42 37 46 5
Czechia 52 38 36 34 37 4
Hungary 56 40 36 22 35 4
Poland 40 37 34 28 33 6
Slovakia - 34 36 - 32 1
Croatia 54 - 28 - 25 2
Romania 26 23 - - 19 5
Bulgaria 28 19 20 13 17 3
Serbia 26 15 21 15 17 2
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Croatia is at approximately one-third the level recorded in Slovenia and Hungary. Moreover, 
Croatia also exhibits a very low number of employees in MHTC. 
 

Table 3: Number of employees per 100.000 inhabitants across technology groups in 2020 
(countries ranked by the number of employees per 100.000 inhabitants in HTC) 

 

 
* In the case of Slovenia, HTC-, HTMC- and LTC-data for refer to 2019, while MLTC- and Total manufacturing 
industry-data refer to 2020. 
 

Source: Author’s calculations based on FINA/Eurostat data (GVA) and Eurostat data (number of inhabitants) 
 
To reflect post-2020 developments, FINA/Eurostat sectoral data are complemented with FINA 
business data for 2023. Despite some methodological differences, both datasets use comparable 
classifications, enabling a consistent view of employment shifts across technology groups. 
FINA data show that in 2023, 81% of employees in Croatian manufacturing were employed in 
lower-technology groups, with the remaining 19% in higher-technology sectors. Compared 
with the pre-COVID period, the number of employees in high-technology manufacturing 
(HTC) fell by 7% by 2023. A modest 1% increase was recorded in MHTC. Trends in low-
technology groups were mixed: employment declined by 4% in LTC, while MLTC recorded a 
5% increase. 
 
4.2. Manufacturing Export Competitiveness 
 
Over the past 15 years, the value of exports generated by Croatia’s manufacturing sector has 
steadily increased. However, this growth has been outpaced by the rise in imports, resulting in 
a widening trade gap. This trend is reflected in the export-to-import ratio, which declined from 
65% in 2010 to 61% in the COVID-19 year (2020), and further to 56% in 2024, as illustrated 
in the figure below. Throughout the entire period, Croatia recorded a negative trade balance. A 
further deterioration began in 2022, driven by inflationary pressures and disruptions in global 
supply chains. 

 
 

HTC MHTC MLTC LTC Total 
manufacturing 
industry

Germany 784 3,929 2,526 2,009 9,247
Slovenia* 759 3,173 3,485 2,354 9,606
Hungary 712 2,470 2,109 2,185 7,476
Czechia 546 4,223 3,390 2,275 10,434
Austria 493 2,482 2,311 2,162 7,448
Italy 336 1,595 1,742 1,895 5,568
Romania 280 1,563 1,453 2,484 5,780
Bulgaria 273 1,805 1,771 3,489 7,339
Poland 270 1,628 2,325 2,706 6,929
Croatia 243 886 2,260 3,208 6,597
Serbia 175 1,698 1,438 2,522 5,832

Slovakia n.a. 3,099 2,473 n.a. 7,782
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Figure 1: Value of Croatian export (in mil. euro) and export-to-import ratio (in %) generated 
by total manufacturing (C) in 2010 – 2024 
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Source: CBS data (value of export) and author’s calculations based on CBS data (export-to-import ratio) 
 
Data from the CBS on exports and imports of goods are reported according to the manufacturing 
branches from which the products originate, based on the production approach. A limitation of 
this dataset is that exports from some manufacturing branches are reported individually, while 
others are grouped. Nonetheless, the data allow for aggregation into technology groups 
according to the 2-digit NACE 2007 classification. Using these data, Croatian manufacturing 
exports have been grouped into three technological categories: 
 

1. High-technology manufacturing (HTC), 
2. Medium-high-technology manufacturing (MHTC), 
3. Medium-low-technology and low-technology combined (MLTC and LTC), due to 
classification limitations. 

 
The results of this aggregation are presented in Figure 2, illustrating changes between 2010 and 
2024. The technological structure of Croatian exports has become increasingly less 
sophisticated during this period: 
 

- Low-technology manufacturing exports consistently dominate the export structure, 
accounting for over 50% and approaching 60% by 2024. 

- In contrast, the high-technology segment (including MHTC) has seen a decline in its 
share, falling from 46% in 2010 to 42% in 2024. The most significant reduction is 
observed in the MHTC category, which decreased by 6 percentage points over the 14-
year period. 
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Figure 2: Structure of Croatian export across manufacturing technology groups in 2010, 
2016, 2020 and 2024 

 

 
 

Source: Author’s calculations based on CBS data 
 
The export-to-import ratio of the Republic of Croatia is a key indicator for assessing 
developments in economic competitiveness. Figure 3 illustrates this ratio across different 
manufacturing technology groups. Throughout the observed period, export values in all 
technological categories of manufacturing remained significantly lower than import values. 
However, the ratio was notably more favourable at the beginning of the period for two groups: 
in 2010, the export-to-import ratio stood at 72% for MHTC and 68% for the low-technology 
segment. A marked deterioration is visible in the post-COVID period across all technology 
groups. 
 
Figure 3: Export-to-import ratio of the Republic of Croatia (in %) across technology groups 

in manufacturing in 2010 – 2024 
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Source: Author’s calculations based on CBS data 

 
Sales revenue data for Croatian manufacturing in 2023 reveal that high-technology 
manufacturers are primarily export-oriented, while low-technology manufacturers remain 
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Source: Author’s calculations based on CBS data 

 
Sales revenue data for Croatian manufacturing in 2023 reveal that high-technology 
manufacturers are primarily export-oriented, while low-technology manufacturers remain 

mostly focused on the domestic market (Figure 4). Compared to the pre-COVID year of 2019, 
revenues increased in all technology groups, with greater relative growth in international 
markets. This trend may partly reflect producers’ adjustment of prices and wages in response 
to inflation, largely driven by rising import prices. 
 
Figure 4: Structure of revenues across technology groups of Croatian manufacturing industry 

in 2023 and their growth rate in 2023/2019 
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Source: Author’s calculation according to FINA data 
 
FINA data show that opportunities to expand value added in high-technology content (HTC) 
exports appear constrained, as evidenced by the relatively modest 9% increase in total value 
added in 2023 compared to 2019. In contrast, other technological groups recorded more 
substantial value-added growth, likely influenced in part by adjustments in producer prices. 
 
Producers operating in standardised, low-value international market segments face stronger 
price competition and thus have limited flexibility in price-setting. Price competitiveness is a 
crucial dimension of international competitiveness. The real effective exchange rate (REER) is 
commonly used to assess a country’s cost competitiveness relative to key global competitors. 
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According to Eurostat (2025a) REER, Croatia’s price competitiveness is worsening, with the 
index rising throughout 2023–2024. 
 
During the post-COVID period, inflationary pressures were widespread across the EU but more 
pronounced in post-transition economies. Some governments implemented countermeasures—
such as energy price subsidies, while others did not, resulting in considerable variation in 
inflation rates across the EU. Wage adjustments also followed, most prominently in the public 
sector through collective bargaining, while the private sector responded to inflation by adjusting 
product prices and wages. 
 
4.3. Investments and Innovation in the Manufacturing Industry 
 
Growth of investments into fixed capital is important for enhancing productivity in 
manufacturing, primarily through the capital-labour ratio. Gross fixed capital investment in 
Croatian manufacturing (buildings, machinery and equipment, and means of transport) 
increased across all technology groups in 2023 compared to 2019 (Figure 5). These investments 
are essential for modernising and expanding production capacities. The availability of EU funds 
contributed to this positive trend to some extent. Although the bulk of investments were 
recorded in the lower-technology segment (85% in 2019 and 75% in 2023), the relative increase 
in the higher-technology segment during this period was more substantial. 
 

Figure 5: Gross investments into fixed capital of the Croatian manufacturing across 
technology groups in 2019 and 2023, in million euro 

 

 
 

Source: Author’s calculations based on FINA data 
 
Figure 6 illustrates the capital-labour ratio across technology groups in 2019 and 2023. As 
expected, the ratio follows the technology-intensity hierarchy, being highest in HTC, followed 
by MHTC, MLTC, and LTC. 
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Figure 6 illustrates the capital-labour ratio across technology groups in 2019 and 2023. As 
expected, the ratio follows the technology-intensity hierarchy, being highest in HTC, followed 
by MHTC, MLTC, and LTC. 
 
 
 
 

Figure 6: Capital-labour ratio in the Croatian manufacturing across technology groups in 
2019 and 2023, in euro 

 

 
 

Source: Author’s calculations based on FINA data 
 
Innovation represents another key driver of productivity growth. Positive trends related to 
innovation activity are visible in all manufacturing technology groups, but most prominently in 
the higher-technology segment. In 2019, R&D expenditure per employee was highest in MHTC 
at €2,215. This group also recorded the most significant increase by 2023, reaching €9,534. In 
HTC, values ranged between €900 and €1,500 from 2019 to 2023, showing gradual growth 
toward the end of the period. In contrast, R&D spending in the low-technology segment was 
markedly lower—€234 in MLTC in 2014 and just €68 in LTC in 2023. It is likely that EU 
innovation funding programmes have supported some of the R&D dynamics across all 
technology groups.  
 

Table 4: R&D expenditure per employee 2019-2023, in euro 
 

  2019 2020 2021 2022 2023 
HTC 1,219 929 1,045 1,481 1,351 
MHTC 2,215 3,019 1,834 6,357 9,534 
MLTC 109 128 209 235 234 
LTC 36 32 38 39 68 

 
Source: Author’s calculations based on FINA data 

 
 
5. Conclusions 
 
The analysis of economic and structural indicators up to 2023/2024 reveals that Croatia’s 
manufacturing technology structure remains among the least advanced in the group of selected 
EU post-transition economies. The country exhibits one of the highest employment levels in 
low-technology manufacturing and one of the lowest in high-technology segments. Moreover, 
labour productivity growth has been slow, particularly up to 2020. 
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These findings corroborate earlier research (2000–2017/2018) that characterised Croatian 
manufacturers as competing primarily in the low-value segment of standardised products. An 
overview of FINA/Eurostat data presented in this paper shows that Czechia, Slovenia, Hungary, 
and Poland lead in manufacturing labour productivity in a sample of post-transition economies. 
More developed EU economies are consistently more productive across all technology groups, 
positioned near or at the global technology frontier. 
 
International rankings as recent as 2023 further confirm the lower complexity of the Croatian 
manufacturing sector compared to that of incumbent EU member states. In fact, Croatia’s 
position in these rankings has declined in recent years, while countries such as Slovenia, 
Czechia, and Hungary have advanced and now rank among the world’s most complex 
economies. 
 
The global inflationary wave following 2021 has also affected Croatia, particularly in tradable 
goods prices, as reflected in both exports and imports of manufacturing goods. Data through 
2024 show declining export-to-import ratios across all manufacturing technology groups. 
Exports from lower-technology segments (LTC and MLTC) have consistently dominated 
Croatia’s manufacturing export structure—accounting for up to 59% in 2016, 2020, and 2024—
while HTC exports held only 9%, and MHTC exports 33%, in 2024. 
 
Higher-technology industries are more export-oriented, whereas lower-technology industries 
focus primarily on the domestic market. Opportunities for expanding value added in HTC 
exports appear limited, as shown by the relatively modest growth of total value added (+9%) in 
2023 compared to 2019. In contrast, other technology groups experienced stronger value-added 
growth, most likely partially driven by producer price adjustments. Employment in HTC and 
LTC declined in 2023 compared to 2019, while MHTC recorded slight growth and MLTC 
experienced a more pronounced increase. The manufacturing labour market in Croatia remains 
strained, with evident workforce shortages, prompting companies to increasingly invest in 
technologies aimed at improving efficiency. 
 
Croatia’s manufacturing technology structure is also shaped by strong domestic demand for 
lower-technology products, largely driven by tourism and construction activity. This dynamic 
has also contributed to a self-reinforcing, unfavourable manufacturing technological structure, 
accompanied by persistent productivity gaps across all technology groups when compared to 
leading post-transition economies and economies at the technological frontier. Although lower-
technology groups are important for employment generation, high-technology sectors are 
generally highly potent in encouraging other higher-value added activities through value chains 
and knowledge spillover. 
 
In recent years, several positive trends have emerged that support productivity growth and may 
facilitate some structural transformation. Notably, investments in fixed capital increased 
between 2019 and 2023, contributing to a higher capital–labour ratio—an important 
determinant of productivity. Most of the fixed capital investment in 2023 was concentrated in 
medium-low and low-technology manufacturing (MLTC and LTC), which together accounted 
for 75% of total manufacturing investment. These investments were primarily directed toward 
capacity expansion or technology replacement. However, when measured on a per-employee 
basis, the capital–labour ratio follows the expected technology-intensity hierarchy: highest in 
high-technology content (HTC), followed by medium-high (MHTC), medium-low (MLTC), 
and low-technology content (LTC) industries. Higher-technology groups also outperform in 
per-employee innovation indicators, including gross investment in intangible assets. 
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has also contributed to a self-reinforcing, unfavourable manufacturing technological structure, 
accompanied by persistent productivity gaps across all technology groups when compared to 
leading post-transition economies and economies at the technological frontier. Although lower-
technology groups are important for employment generation, high-technology sectors are 
generally highly potent in encouraging other higher-value added activities through value chains 
and knowledge spillover. 
 
In recent years, several positive trends have emerged that support productivity growth and may 
facilitate some structural transformation. Notably, investments in fixed capital increased 
between 2019 and 2023, contributing to a higher capital–labour ratio—an important 
determinant of productivity. Most of the fixed capital investment in 2023 was concentrated in 
medium-low and low-technology manufacturing (MLTC and LTC), which together accounted 
for 75% of total manufacturing investment. These investments were primarily directed toward 
capacity expansion or technology replacement. However, when measured on a per-employee 
basis, the capital–labour ratio follows the expected technology-intensity hierarchy: highest in 
high-technology content (HTC), followed by medium-high (MHTC), medium-low (MLTC), 
and low-technology content (LTC) industries. Higher-technology groups also outperform in 
per-employee innovation indicators, including gross investment in intangible assets. 

 
This paper also has several methodological limitations. First, there may be classification 
inconsistencies in the FINA annual accounts dataset, as firms may be grouped under NACE 
2007 codes that do not fully reflect their revenue structure, introducing potential statistical bias. 
However, comparison between FINA and FINA/Eurostat employment data suggests only minor 
discrepancies, likely due to the use of two different NACE levels (2-digit and 3-digit) in 
technology group classification. Second, price effects were not directly adjusted for in value 
indicators, but the use of multiple trade and economic indicators helped mitigate this limitation. 
 
Post-2021 disruptions in global supply chains have opened new opportunities for European 
post-transition economies, including Croatia, through nearshoring and supply chain shortening. 
Larger industries may seek to diversify their suppliers and relocate production within EU 
borders. However, inflation dynamics and cost-related challenges continue to undermine 
Croatia’s manufacturing cost competitiveness. 
 
This paper contributes to the understanding of the conditions that give rise to and reinforce an 
unfavourable manufacturing technological structure. In an era of abrupt economic shifts and 
increasing protectionism, there is a growing need for a more ambitious and adaptive industrial 
policy—one capable of addressing productivity gaps, structural weaknesses, and challenges in 
price competitiveness. The findings may serve as a valuable input for policymakers and industry 
stakeholders engaged in strategic policy design. 
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ABSTRACT 
 

The transfer of research and development (R&D) plays a vital role in bridging the gap between 
science and entrepreneurship, fostering innovation, enhancing competitiveness, and driving 
long-term economic growth. This paper examines expert perceptions of R&D transfer efficiency 
in Croatia and Slovenia, based on National Expert Survey (NES) data from the Global 
Entrepreneurship Monitor (GEM) collected annually between 2020 and 2024. The analysis 
focuses on six key dimensions, including knowledge transfer from public research, access to 
technology, government support, and the commercialization of scientific ideas. The study aims 
to determine whether significant differences exist between these two countries and how these 
perceptions have evolved over time. Comparative statistical analyses were conducted using the 
Mann-Whitney U test and General Linear Models (ANOVA), with country, year, and their 
interaction entered as independent factors. The findings reveal that Slovenia consistently 
receives significantly higher ratings across five of the six dimensions, particularly in areas 
related to knowledge transfer, high-tech venture support, and commercialization. Differences 
remained statistically significant and stable throughout the five-year period, suggesting that 
the observed gap is structurally embedded in national innovation systems rather than driven by 
short-term fluctuations. Perceptions of government subsidies were the only area where no 
significant difference between the countries was detected. The study concludes that institutional 
frameworks and ecosystem maturity are crucial in shaping how R&D transfer is perceived and 
potentially implemented. 
 
Key words: R&D transfer, Entrepreneurship, Global Entrepreneurship Monitor, Croatia,  
                   Slovenia. 
 
 
1. Introduction 
 
Based on the work of numerous authors, it can be concluded that universities play an 
increasingly important role in promoting innovation through knowledge transfer, particularly 
in modern knowledge-based economies (e.g., Etzkowitz, 2003; Tijssen, 2006; Bekker & 
Freitas, 2008). This paper examines the theoretical foundations of knowledge transfer, its 
importance for economic development and the institutional context in which such transfer 
occurs—particularly within national innovation systems Special attention is given to challenges 
such as “stickiness” and ambiguity in the interpretation of knowledge, and to conceptual models 
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1. Introduction 
 
Based on the work of numerous authors, it can be concluded that universities play an 
increasingly important role in promoting innovation through knowledge transfer, particularly 
in modern knowledge-based economies (e.g., Etzkowitz, 2003; Tijssen, 2006; Bekker & 
Freitas, 2008). This paper examines the theoretical foundations of knowledge transfer, its 
importance for economic development and the institutional context in which such transfer 
occurs—particularly within national innovation systems Special attention is given to challenges 
such as “stickiness” and ambiguity in the interpretation of knowledge, and to conceptual models 

like the Triple Helix. The study uses data from the GEM database to analyze expert perceptions 
of R&D transfer efficiency in Croatia and Slovenia, offering insights into system-level 
differences and laying the groundwork for future empirical research on the institutional drivers 
of innovation 
 
 
2. Literature review 
 
The role of universities in promoting innovation through knowledge transfer is increasingly 
emphasized in the context of knowledge-based economies. Numerous authors highlight that 
universities today are not only centers of education and research, but also active agents in 
economic development, innovation, and entrepreneurship through their so-called "third 
mission" (Etzkowitz, 2003; Tijssen, 2006; Groenewegen & Van der Steen, 2006). Furthermore, 
an increasing number of researchers and policy makers recognize knowledge transfer as a key 
mechanism for fostering innovation, competitiveness, and economic development (Thomas & 
Paul, 2019; Bekker & Freitas, 2008; Davenport & Prusak, 1999). Thomas and Paul (2019) point 
out that universities have intensified collaboration with industry, while companies are 
increasingly recognizing the value of scientific partnerships. In this context, knowledge transfer 
becomes a key process that enables the translation of scientific discoveries into practical 
applications.  
 
2.1. Knowledge transfer in national innovation systems 
 
The importance of innovation and knowledge transfer for economic growth was already 
recognized in the middle of the last century. As early as 1956, Solow (1956) spoke of the fact 
that there is a long-term relationship between economic growth and innovation. From this we 
can conclude that this issue is equally important for industrialized countries and developing 
countries. The authors Argote and Ingram (2000) say that knowledge transfer is defined as the 
process of acquiring knowledge in one situation and applying it in another. Bekker and Freitas 
(2008) add that new knowledge is created when knowledge is disseminated through the 
interaction between university and industry. Davenport and Prusak (1999), as in the work of 
Sheng et al. (2013, 462), point out that knowledge transfer involves two actions: "transmission 
(sending or presenting knowledge to a potential recipient) and absorption by a person or a 
group. Thus, if knowledge has not been transmitted or absorbed, it has not been transferred." 
Renzl (2008), van Wijk et al. (2008) and Sheng et al. (2013, 462) point out that other authors 
also use terms such as “knowledge flow”, “knowledge sharing” and “knowledge acquisition” 
to describe knowledge transfer when discussing this area.  
 
It is important to point out that innovative thinking behaviour plays an extremely important 
role, which occurs when there is access to different knowledge and experience, and is discussed 
by Akhavan et al. (2015). According Tijssen, universities as key actors in the knowledge and 
innovation system “have the stock of knowledge and expertise, the knowledge-generating 
capabilities, and the research facilities to engage in science-based entrepreneurial activities” 
(Tijssen, 2006, 1570). Etzkowitz (2003) points out that the role of universities today is no longer 
limited to education and research. In today's context, the so-called “third mission” of 
universities is increasingly coming to the fore, which implies their active role in economic and 
social development. Etzkowitz (1996) emphasises that it is precisely this third dimension that 
is linked to the concept of the entrepreneurial university – an institution that not only teaches 
and conducts research, but also makes a concrete contribution to society by transferring 
knowledge, promoting innovation and collaborating with industry and the public sector. With 
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such an approach, the university becomes a dynamic player in society – not just an observer, 
but also an initiator of change. This means that universities are increasingly taking on the 
responsibility of encouraging the creation of new businesses and industries, making them 
important partners in the development of the economy and society as a whole. “The Triple Helix 
model” of innovation proposed by Etzkowitz (1996) focuses on the relationship between 
universities, government and industry. The model is based on the idea that interaction and 
collaboration between these sectors promote innovation and economic development. 
Universities contribute through research and the development of new knowledge, industry uses 
this knowledge to create products and services, and governments provide the necessary 
regulations and support to encourage innovation. Etzkowitz explains why the university plays 
a crucial role in this context: "The university is also a potential seedbed for new interdisciplinary 
scientific fields and new industrial sectors, each cross-fertilizing the other" (Etzkowitz, 2003, 
112).  
 
According to Tijssen (2006), university organizations are able to create new resources or use 
existing resources and facilities in such a way that the results of intramural research and 
development activities are used and commercialized as assets that can be traded on the open 
market in a competitive business environment by a new or existing company. Groenewegen 
and Van der Steen (2006) point out that governments around the world are increasingly 
adopting the National Innovation Systems (NIS) approach to promote innovation, which 
provides a holistic view of innovation dynamics. Tijssen noted that "all high-ranking countries 
are advanced industrialized nations that have developed knowledge-based economies with 
R&D-intensive industries and large science-dependent enterprises" (Tijssen, 2006, 1575). 
While Pece et al. (2015) talk about how empirical research confirms how specific economic 
mechanisms (tax breaks and subsidies) influence innovation. Recent OECD (OECD, 2024, 
2025) highlight the evolving role of venture capital in supporting innovation-driven 
entrepreneurship, particularly in economies with well-developed innovation systems and 
supportive legal frameworks. It is important to emphasize that "The innovation process can be 
conceptualized as progressing along a continuum of stages, from early stage R&D, through 
demonstration, to revision and supported commercial deployment, all the way through to 
mature market technologies being produced and used at scale. There are limits to what 
earlystage R&D efforts in developing countries can achieve, as they may primarily be relevant 
to countries with higher existing levels of technological capacities" (Bell 2009) and less so to 
lower-income countries" (Ockwell et al., 2015, 402).  
 
In recent years, several studies have significantly advanced the understanding of university–
industry knowledge transfer (UIKT), particularly within systemic and institutional contexts. 
Ballesteros-Ballesteros and Zárate-Torres (2025) provide a conceptual overview of four 
decades of UIKT research, identifying key themes such as innovation, higher education, 
technology transfer, knowledge governance, and academic entrepreneurship. Their analysis 
highlights the central role of universities in innovation ecosystems. Argote (2024) offers a 
theoretical synthesis of knowledge transfer mechanisms, stressing the importance of 
motivation, trust, and context alongside formal structures. Perkmann et al. (2021) add nuance 
by distinguishing between relational engagement (e.g., joint research) and transactional 
commercialization (e.g., licensing, spin-offs), showing that effective knowledge transfer 
depends on organizational culture and supportive policy environments. Together, these recent 
contributions shift the focus from linear models toward more dynamic, multi-actor, and context-
sensitive processes. 
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2.2. Key concepts and barriers in knowledge transfer 
 
Understanding the mechanisms, challenges, and theoretical underpinnings of knowledge 
transfer is essential for analyzing how innovation occurs across institutional boundaries. While 
the term “knowledge transfer” is widely used, it encompasses a range of related processes and 
is interpreted differently across disciplines. According to Sheng et al. (2013), there are two main 
barriers to knowledge transfer, namely: “stickiness” and ambiguity of knowledge. “Stickiness” 
means that knowledge is difficult to transfer – either because someone does not want to share 
it or because it is complicated to transfer. This is one of the main reasons why knowledge 
transfer often fails. If knowledge – is not clearly defined or difficult to understand, it is even 
less likely that someone will successfully transfer it to others. Both obstacles – stickiness and 
ambiguity – combine to severely limit the effective flow of knowledge from one person or 
organization to another. Cummings and Teng (2003) point out that many companies have 
difficulty transferring knowledge effectively, even though it is critical to the development of 
new products. For this reason, in a review of the existing literature, the authors concluded that 
the success of knowledge transfer can be defined differently depending on the theoretical 
approach.  
 
Although the main goal of any knowledge transfer is to effectively reach the recipient, there are 
several ways to measure this “success”. The first and simplest way is quantitative – the number 
of knowledge transfers in a given period of time. The second is based on project management 
and focuses on whether the transfer is according to plan (time, cost) and the user is satisfied. 
The third approach emphasizes the extent to which the recipient can actually comprehend and 
apply the knowledge – for example, through new products, processes or organizational changes. 
Here, knowledge transfer is not seen as a simple copy, but as a complex learning and adaptation 
process that involves many interlinked elements (people, tools, routines, networks). However, 
it is precisely because of this complexity that it is difficult to determine exactly whether the 
transfer was really successful. The fourth approach, on which the author of the paper relies, 
looks at the success of the transfer from the perspective of institutional theory. In this context, 
the transfer is successful if the recipient experiences the knowledge as their own – if they show 
commitment, a sense of ownership and satisfaction with the transferred knowledge. This sense 
of ownership can grow if the recipient has the freedom to adapt the knowledge, if they come 
into frequent contact with it, and if they invest time and effort to understand and apply it. The 
emergence of new funding instruments such as the VESNA1 venture fund, shows how the 
innovative potential of the scientific community can be directed towards solving real global 
challenges. Such funds enable scientists to obtain the necessary funding and support the 
translation of their ideas into marketable products.  
 
The theoretical considerations outlined above serve as a conceptual basis for the empirical 
analysis that follows, focusing on Croatia and Slovenia as two comparable innovation systems 
in the region. Drawing on prior studies and conceptual models of knowledge transfer, we 
formulate the following hypothesis: 
 
H1: Expert perceptions of R&D transfer efficiency are significantly more favorable in Slovenia 
than in Croatia across key dimensions of the innovation ecosystem. 
 
Building on this conceptual foundation, the following sections outline the methodology 
approach and key findings, with the aim of providing a deeper understanding of how 

                                                 
1 Official page of VESNA, available at: https://vesnavc.com/ (accessed 7. April 2025) 
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institutional, cultural, and systemic factors influence knowledge exchange in these two national 
contexts. 
 
 
3. Methodology 
 
This study employs a comparative quantitative research design based on survey data. Given the 
ordinal nature of expert evaluations and the cross-national focus, we used non-parametric and 
parametric statistical methods to assess perceived differences between Croatia and Slovenia 
over time.The analysis is based on secondary data from the Global Entrepreneurship Monitor 
(GEM) National Expert Survey, covering the years 2020 to 2024. The data includes evaluations 
from national experts in both countries who assessed six key indicators (E01–E06) related to 
the transfer of research, technology, and knowledge from academia to entrepreneurial 
ecosystems. 
 
The indicators include: 

- E01: Efficiency of knowledge transfer from universities and public research centers 
- E02: Equal access to research and technology for new firms 
- E03: Affordability of the latest technology 
- E04: Availability of government subsidies for new technology 
- E05: Support for world-class technology-based ventures 
- E06: Support for commercialization of scientific ideas 

 
The expert responses were rated on a 0 to 10 scale, where higher values indicate stronger 
agreement with each statement. 
 
The total sample consists of 365 valid expert responses across years, with 181 experts from 
Slovenia (49.6%) and 184 experts from Croatia (50.4%). This balanced distribution between 
the two countries ensures the robustness of the comparative analysis. Each country contributed 
approximately the same number of expert evaluations in each year. For Slovenia, the annual 
distribution ranged from 36 to 37 responses per year, while Croatia contributed between 36 and 
38 responses annually. This even distribution ensures the comparability of the data across both 
time and countries. The number of valid cases slightly varies across indicators due to occasional 
missing values, which were treated as system-missing and excluded pairwise. A detailed 
breakdown is shown in Table 1.  
 
Table 1: Distribution of expert responses by country and year across all six indicators (E01–

E06) 
 

  Country Total 
  Croatia Slovenia 
  Count % 

within 
Country 

% 
within 
Year 

Count % 
within 
Country 

% 
within 
Year 

Count % 
within 
Country 

% 
within 
Year 

Y
ea

r 

2020 38 20.7%% 51.4% 36 19.9% 48.6% 74 20.3% 100.0% 

2021 37 20.1% 50.7% 36 19.9% 49.3% 73 20.0% 100.0% 
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  Country Total 
  Croatia Slovenia 
  Count % 

within 
Country 

% 
within 
Year 

Count % 
within 
Country 

% 
within 
Year 

Count % 
within 
Country 

% 
within 
Year 

2022 37 20.1% 50.7% 36 19.9% 49.3% 73 20.0% 100.0% 

2023 36 19.6% 50.0% 36 19.9% 50.0% 72 19.7% 100.0% 

2024 36 19.6% 49.3% 37 20.4% 50.7% 73 20.0% 100.0% 

Total 184 100.0% 50.4% 181 100.0% 49.6% 365 100.0% 100.0% 
 

Source: GEM NES (2020–2024) for Croatia and Slovenia, authors’ calculations 
 
The data analysis includes descriptive statistics to summarize average ratings for each indicator 
by country; Mann-Whitney U tests to assess statistically significant differences between Croatia 
and Slovenia for each indicator (non-parametric alternative to the t-test, due to non-normal 
distributions). General Linear Model (Univariate ANOVA) to examine the effects of Country, 
Year, and their interaction (Country × Year) on expert ratings. This allowed us to determine not 
only whether differences between countries exist, but also whether these differences changed 
over time. All analyses were performed using IBM SPSS Statistics. 
 
 
4. Research results 
 
4.1. Descriptive comparison of R&D transfer indicators 
 
Descriptive analysis shows that Slovenia consistently receives higher average ratings than 
Croatia across all six indicators of R&D transfer efficiency. The largest difference is observed 
in E05, which refers to support for world-class technology-based ventures, where the mean 
score is 4.47 for Slovenia and 3.32 for Croatia. Similarly, in E01, related to knowledge transfer 
from universities and public research centers to new firms, Slovenia scores 3.98 compared to 
3.13 in Croatia. In contrast, the smallest difference is observed in E04 (government subsidies), 
where the two countries are almost identical (3.66 for Slovenia and 3.63 for Croatia), suggesting 
similar levels of perceived public support. 
 
Table 2: Mean expert ratings for R&D transfer indicators (E01–E06) in Croatia and Slovenia 

 Croatia Slovenia Total 
 Mean N Std. 

Deviation 
Mean N Std. 

Deviation 
Mean N Std. 

Deviation 
In my country, new 
technology, science, 
and other knowledge 
are efficiently 
transferred from 
universities and public 
research centers to new 
and growing firms 

3.1348 178 1.73493 3.9779 
 

181 2.02747 3.5599 359 1.93213 
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Source: GEM NES (2020–2024) for Croatia and Slovenia, authors’ calculations 

 
Figure 1 presents the mean expert ratings for six indicators of R&D transfer efficiency (E01–
E06) for Croatia and Slovenia over the period 2020–2024. Across all indicators, Slovenia 
received higher average scores than Croatia, indicating more favorable expert perceptions of 
the country's R&D transfer environment. 
 

Figure 1: Perceived efficiency of R&D transfer – Croatia vs. Slovenia 
 

 
Note: Ratings were provided by national experts on a scale from 0 (completely false) to 10 (completely true). 
Higher values indicate stronger agreement with each statement. 

Source: GEM NES (2020–2024) for Croatia and Slovenia, authors’ calculations 
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Indicator

Croatia Slovenia

In my country, new and 
growing firms have just 
as much access to new 
research and 
technology as large, 
established firms 

2.9492 177 1.84721 3.5227 
 

176 2.21928 3.2351 353 2.05844 

In my country, new and 
growing firms can 
afford the latest 
technology 

2.9497 179 1.88809 3.5618 178 2.12574 3.2549 357 2.03053 

In my country, there are 
adequate government 
subsidies for new and 
growing firms to 
acquire new 
technology 

3.6286 175 1.94885 3.6629 175 2.10515 3.6457 350 2.02567 

In my country, the 
science and technology 
base efficiently 
supports the creation of 
world-class new 
technology-based 
ventures in at least one 
area 

3.3216 171 1.97530 4.4667 165 2.17954 3.8839 336 2.15273 

In my country, there is 
good support available 
for engineers and 
scientists to have their 
ideas commercialized 
through new and 
growing firms 

3.3353 173 1.79883 4.0632 174 2.10738 3.7003 347 1.99046 
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The most pronounced differences are observed in E05 (support for the creation of world-class 
new technology-based ventures), where Slovenia scored 4.47 compared to Croatia’s 3.32, and 
in E01 (efficient transfer of knowledge from universities and public research centers), where 
Slovenia averaged 3.98 while Croatia averaged 3.13. These differences suggest a stronger 
perceived institutional infrastructure and innovation ecosystem in Slovenia. On the other hand, 
the smallest difference is noted in E04 (government subsidies for new and growing firms to 
acquire technology), where both countries received nearly identical ratings—3.66 in Slovenia 
and 3.63 in Croatia—implying a similar perception of public financial support mechanisms. 
The standard deviations are relatively high for all items, reflecting some variability in expert 
responses, which is expected in perception-based data collected across multiple years and 
expert profiles. 
 
4.2. Statistical significance testing (Mann-Whitney U) 
 
To determine whether these differences are statistically significant, Mann-Whitney U tests were 
conducted for each indicator (Table 3). 
 
Table 3: Results of Mann-Whitney U tests for differences in expert ratings between Croatia 

and Slovenia (E01–E06) 
 

 Mann-Whitney 
U 

Wilcoxon 
W 

Z Asymp. Sig. (2-
tailed) 

In my country, new technology, science, 
and other knowledge are efficiently 
transferred from universities and public 
research centers to new and growing 
firms 

12308.000 28239.000 -3.915 <.001 

In my country, new and growing firms 
have just as much access to new research 
and technology as large, established firms 

13320.500 29073.500 -2.383 .017 

In my country, new and growing firms 
can afford the latest technology 

13169.000 29279.000 -2.869 .004 

In my country, there are adequate 
government subsidies for new and 
growing firms to acquire new technology 

15130.000 30530.000 -.195 .845 

In my country, the science and technology 
base efficiently supports the creation of 
world-class new technology-based 
ventures in at least one area 

9744.000 24450.000 -4.952 <.001 

In my country, there is good support 
available for engineers and scientists to 
have their ideas commercialized through 
new and growing firms 

11878.500 26929.500 -3.433 <.001 

 
Source: GEM NES (2020–2024) for Croatia and Slovenia, authors’ calculations 

 
Table 3 displays the results of Mann-Whitney U tests conducted to assess whether expert ratings 
of R&D transfer indicators differ significantly between Croatia and Slovenia. The results show 
that five out of six indicators exhibit statistically significant differences between the two 
countries (p < 0.05). The most significant differences were found in E01 (knowledge transfer 
from universities and public research centers), Z = –3.915, p < 0.001; E05 (support for high-
tech ventures), Z = –4.952, p < 0.001; and E06 (commercialization support), Z = –3.433, p < 
0.001. These results reinforce the descriptive findings, indicating that Slovenia is consistently 
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perceived as having a more effective system for transferring research and technology to 
entrepreneurial practice. 
 
The only indicator where no statistically significant difference was found is E04 (government 
subsidies for acquiring technology), Z = –0.195, p = 0.845. This confirms that both countries 
are seen as similarly positioned in terms of government financial support for R&D adoption. 
 
4.3. Effects of country and year (General Linear Model Analysis) 
 
The General Linear Model (Univariate ANOVA) was conducted to examine the effects of 
Country, Year, and their interaction on expert assessments of R&D transfer efficiency across 
six key indicators (E01–E06). Although the expert ratings were collected on a Likert-type scale, 
which is technically ordinal, the General Linear Model (ANOVA) was applied in addition to 
non-parametric tests for two main reasons. First, when Likert-scale data approximate a normal 
distribution and include a sufficiently large sample, ANOVA can be a robust method for 
detecting differences across groups. Second, ANOVA allows for the inclusion of multiple 
independent variables (e.g., Country, Year, and their interaction), enabling a more 
comprehensive analysis of main and interaction effects over time. Nonetheless, the ordinal 
nature of the data introduces limitations, and results from ANOVA should be interpreted with 
caution and corroborated by the more conservative Mann-Whitney U test results. 
 
A statistically significant main effect of Country was observed for all indicators except E04, 
indicating that Slovenian experts consistently rated their national innovation environment more 
favorably than Croatian experts. As showed in table xx the strongest differences appeared in 
E05 (support for world-class technology-based ventures, F = 25.433, p < 0.001) and E06 
(support for commercialization of scientific ideas, F = 11.707, p < 0.001), followed by E01 
(knowledge transfer, F = 18.086, p < 0.001), E03 (affordability of technology, F = 8.116, p = 
0.005), and E02 (equality in access to research, F = 6.643, p = 0.010). 
 
Table 4: Results of General Linear Model (ANOVA) for indicators E01–E06 (Country, Year, 

and Interaction Effects) 
 

Indicator 
F 

(Country) 
p 

(Country) 
F 

(Year) 
p 

(Year) 
F 

(Country 
× Year) 

p 
(Interaction) 

R² 

E01 – Knowledge 
transfer 18.086 < 0.001 2.670 0.032 0.615 0.652 0.082 

E02 – Access to 
research 6.643 0.010 2.243 0.064 1.847 0.119 0.063 

E03 – Technology 
affordability 8.116 0.005 1.461 0.214 0.333 0.856 0.042 

E04 – Government 
subsidies 0.016 0.899 0.852 0.493 1.783 0.132 0.031 

E05 – Support for 
high-tech ventures 25.433 < 0.001 0.213 0.931 1.023 0.395 0.085 

E06 – 
Commercialization 
support 

11.707 < 0.001 0.875 0.479 1.263 0.284 0.057 

The Table 4 presents F-values and significance levels (p) for the effects of Country, Year, and their interaction, as 
well as R² values indicating explained variance. Bolded p-values (where applicable) indicate statistical significance 
at the p < 0.05 level. 

Source: GEM NES (2020–2024) for Croatia and Slovenia, authors’ calculations 
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In contrast, E04 (government subsidies) showed no significant differences between countries 
(F = 0.016, p = 0.899), suggesting that both expert groups perceive public financial support for 
technology acquisition similarly. This was also the indicator with the lowest model fit (R² = 
0.031), consistent with the lack of group differences. 
 
Across indicators, the main effect of Year was not statistically significant, with the exception 
of E01 (F = 2.670, p = 0.032), where expert ratings varied slightly over time. All other year 
effects remained non-significant (e.g., E03: F = 1.461, p = 0.214; E06: F = 0.875, p = 0.479), 
indicating temporal stability in perceptions. 
 
Likewise, no statistically significant Country × Year interaction effects were observed for any 
of the indicators (e.g., E01: F = 0.615, p = 0.652; E06: F = 1.263, p = 0.284), suggesting that 
differences between Slovenia and Croatia remained consistent throughout the 2020–2024 
period. 
 
Overall, the models explained a modest but meaningful share of variance, with R² ranging from 
0.031 (E04) to 0.085 (E05). These results underscore the persistent influence of national 
context—particularly institutional and systemic differences—on expert perceptions of the 
effectiveness of R&D transfer to entrepreneurship. 
 
 
5. Discussion 
 
The findings of this study provide consistent evidence of cross-country differences in expert 
perceptions of R&D transfer efficiency between Croatia and Slovenia. Across nearly all 
indicators, Slovenian experts rated their national systems more favorably, particularly in terms 
of knowledge transfer (E01), access to research and technology (E02), affordability of advanced 
technologies (E03), support for world-class technology ventures (E05), and commercialization 
of scientific ideas (E06). These differences were statistically significant in both non-parametric 
and parametric tests, and remained stable across a five-year period (2020–2024). 
 
The absence of significant differences in E04—expert perceptions of government subsidies for 
acquiring new technology—warrants particular attention. From the authors’ perspective, this 
result may reflect a degree of policy convergence between Slovenia and Croatia in terms of 
public funding instruments aimed at supporting early-stage innovation. Both countries operate 
within the broader EU innovation policy framework, which may lead to similar subsidy 
structures, especially for SMEs and research-driven firms. Alternatively, the finding could 
suggest that experts in both contexts view government support mechanisms as relatively 
underdeveloped or ineffective, leading to equally moderate assessments. In either case, this 
result underscores the importance of not only funding availability, but also the perceived 
transparency, accessibility, and impact of such instruments. 
 
Importantly, the General Linear Model analysis confirmed that country context was the most 
consistent predictor of expert ratings, with year effects being largely non-significant and no 
interaction effects observed. This indicates that the observed differences are structural rather 
than temporal, rooted in systemic characteristics of each country’s innovation ecosystem. 
Slovenia’s higher scores may reflect stronger linkages between science and business, more 
developed support infrastructure, or a more mature entrepreneurial culture embedded within 
national innovation policies and practices. These findings provide support for the proposed 
hypothesis, confirming that expert perceptions of R&D transfer efficiency are significantly 
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more favorable in Slovenia than in Croatia across most evaluated dimensions. The only 
exception is government subsidies (E04), where no significant difference was detected, 
indicating partial support for the hypothesis. 
 
Although this study does not directly assess the quality of R&D infrastructure or the degree of 
economic knowledge intensity, the consistently higher expert ratings in Slovenia—particularly 
regarding knowledge transfer (E01), support for high-tech ventures (E05), and 
commercialization of scientific ideas (E06)—may reflect the presence of more mature 
innovation-supporting institutions. This interpretation aligns with Tijssen’s (2006) theoretical 
proposition that countries with stronger R&D systems and more knowledge-based economies 
tend to be more effective in translating research into economic value. 
 
Similarly, while this research does not include direct institutional metrics on university 
performance, the higher Slovenian scores in areas linked to commercialization suggest that 
universities may play a more active or better-supported role in Slovenia’s innovation 
ecosystem. This resonates with the “entrepreneurial university” model proposed by Etzkowitz 
(2003), which envisions universities as not only centers of education and research but also as 
proactive agents in regional economic development. Recent studies (e.g., Baba, 2024; Link & 
Sarala, 2019; Rinkinen et al., 2023) further emphasize the importance of university-based 
technology transfer offices and collaborative platforms in supporting innovation ecosystems. 
From a policy perspective, these findings highlight the importance of investing in institutional 
capacity, strengthening collaborations between academia and industry, and creating supportive 
environments for the commercialization of research.  This supports Bekkers and Freitas’s 
(2008) argument that new knowledge emerges through active university–industry interaction.  
 
It also aligns with Davenport and Prusak’s (1999) emphasis on the importance of both 
transmission and absorption for successful knowledge transfer. More recent research confirms 
that strategic alignment between universities and industry partners—particularly at the team 
level—is a key determinant of effective knowledge exchange, with trust, cognitive expertise, 
and operational fit identified as central enablers of successful collaboration (Almaida et al., 
2023). Comparative analyses across EU Member States further confirm that countries with 
stronger university-business collaboration—measured through public-private co-publications 
and firm engagement—tend to perform better in innovation metrics, with particularly high 
effectiveness observed in Northern Europe (Pleśniarska, 2018). These findings reinforce the 
need for targeted policy instruments that promote institutionalized collaboration mechanisms, 
especially for SMEs. 
 
Building on these insights, countries with less mature innovation systems can draw on these 
lessons to strengthen their own ecosystems. For Croatia, this could imply a need to reinforce 
ecosystem-building efforts, enhance the visibility and effectiveness of research transfer 
policies, and further develop support structures that translate scientific potential into 
entrepreneurial impact. While some progress has been made, research indicates that Croatian 
policies supporting technology parks and incubators have generated limited spin-off activity, 
largely due to persistent market failures in knowledge transfer and underdeveloped 
collaboration networks between academia and industry (Bartlett and Čučković, 2006). 
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effectiveness observed in Northern Europe (Pleśniarska, 2018). These findings reinforce the 
need for targeted policy instruments that promote institutionalized collaboration mechanisms, 
especially for SMEs. 
 
Building on these insights, countries with less mature innovation systems can draw on these 
lessons to strengthen their own ecosystems. For Croatia, this could imply a need to reinforce 
ecosystem-building efforts, enhance the visibility and effectiveness of research transfer 
policies, and further develop support structures that translate scientific potential into 
entrepreneurial impact. While some progress has been made, research indicates that Croatian 
policies supporting technology parks and incubators have generated limited spin-off activity, 
largely due to persistent market failures in knowledge transfer and underdeveloped 
collaboration networks between academia and industry (Bartlett and Čučković, 2006). 
 
 
 
 
 

6. Conclusions 
 
This study highlights important national differences in how experts perceive the effectiveness 
of R&D transfer systems in Croatia and Slovenia. While the analysis confirms that these 
perceptions are relatively stable over time, it also reveals that systemic and institutional 
factors—rather than short-term changes—play a key role in shaping the innovation landscape. 
Beyond identifying statistical differences, the findings carry several practical implications for 
policymakers and innovation system stakeholders. They suggest that improving the perception 
and performance of R&D transfer is not merely a question of funding or isolated programs but 
requires strategic and structural adjustments. 
 
Based on the findings, several policy directions emerge as particularly relevant for 
strengthening R&D transfer systems The following recommendations are proposed: First, it is 
essential to strengthen science–industry collaboration through targeted programs that foster 
long-term partnerships between research institutions and businesses. In parallel, 
commercialization infrastructure—such as incubators, accelerators, and technology transfer 
offices—should be further developed and professionalized to better support the transformation 
of research into market-ready innovations. Investing in innovation culture and mindset is 
equally important, especially through the integration of entrepreneurial thinking into science 
and engineering education at all levels. Moreover, increasing the visibility and accessibility of 
existing support mechanisms can ensure that entrepreneurs are both aware of and able to access 
the tools available to them. Finally, R&D policy impact should be monitored and evaluated 
regularly through expert-based assessments, which can provide valuable feedback and guide 
ongoing improvements in the innovation ecosystem. While these findings provide valuable 
insights, several limitations should be acknowledged. First, the data are based on expert 
perceptions, which may be influenced by contextual or cultural biases and may not fully reflect 
actual policy performance or innovation outcomes. Second, the relatively high standard 
deviations across indicators suggest a notable degree of variation in responses, which should be 
taken into account when interpreting national averages. Third, the study includes only two 
countries, which limits the generalizability of the findings to broader regional or global 
contexts. Fourth, although the dataset spans five years, the design is cross-sectional within each 
year, limiting the ability to draw causal inferences or capture dynamic changes over time. 
Finally, while ANOVA was applied to examine the effects of country and year, the ordinal 
nature of Likert-scale data calls for cautious interpretation of these results. To address this 
concern and enhance robustness, findings were triangulated with non-parametric Mann-
Whitney U tests, which confirmed the same key differences between countries. Future research 
could address these limitations by expanding the scope to include more countries and adopting 
panel or longitudinal methods to better capture changes over time. Additionally, qualitative 
insights from entrepreneurs, policymakers, and institutional actors could complement 
quantitative findings and offer a richer understanding of how R&D transfer mechanisms 
function in practice. Finally, comparing perceived performance with innovation outcomes (e.g., 
patents, high-tech startups) could help bridge the gap between perception and measurable 
impact. 
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ABSTRACT 
 
Particularly after the 2000s, interest in the concept of "short selling" has significantly 
increased. The multifaceted nature of short selling—encompassing aspects such as pricing, 
market efficiency, and regulation—has further elevated its importance. This study conducts a 
bibliometric analysis to explore the academic evolution of the short selling concept. Relevant 
studies published between 1980 and 2023 were retrieved from the Web of Science database. 
The intellectual structure and bibliographic features of the selected articles were analyzed 
using VOSviewer and the Bibliometrix R package. Various inclusion and exclusion criteria 
were applied to ensure the accuracy of the results. The current state of short selling over the 
specified period is presented, and future projections are discussed. Thus, this study serves as a 
preliminary effort to examine the development of scholarly work on short selling. In this respect, 
it contributes to the literature and encourages further research on this topic. 
 
Key words: Short Selling, Bibliometric analysis, Science mapping. 
 
 
1. Introduction and theoretical background 
 
Short selling refers to the act of selling or placing an order to sell securities that the investor 
does not own. The investor aims to profit from a subsequent decline in the asset’s price by 
repurchasing it at a lower cost. Short selling is often prohibited in financial markets due to its 
potential to cause manipulation. These transactions gained particular significance following the 
2008 financial crisis. In response to financial crises, regulatory authorities often ban or restrict 
short selling (Beber & Pagano, 2013). 
 
While governments, market regulators, and media outlets frequently blame short sellers for 
market declines, another perspective argues that short selling corrects mispricing and enhances 
market efficiency. Literature suggests that restrictions on short selling tend to reduce market 
liquidity, drive arbitrageurs away, cause overvaluation of stocks, and impair price efficiency 
(Sobacı et al., 2014). 
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1. Introduction and theoretical background 
 
Short selling refers to the act of selling or placing an order to sell securities that the investor 
does not own. The investor aims to profit from a subsequent decline in the asset’s price by 
repurchasing it at a lower cost. Short selling is often prohibited in financial markets due to its 
potential to cause manipulation. These transactions gained particular significance following the 
2008 financial crisis. In response to financial crises, regulatory authorities often ban or restrict 
short selling (Beber & Pagano, 2013). 
 
While governments, market regulators, and media outlets frequently blame short sellers for 
market declines, another perspective argues that short selling corrects mispricing and enhances 
market efficiency. Literature suggests that restrictions on short selling tend to reduce market 
liquidity, drive arbitrageurs away, cause overvaluation of stocks, and impair price efficiency 
(Sobacı et al., 2014). 

The roots of modern short selling regulation trace back to the SEC’s 1938 "uptick rule," enacted 
in the aftermath of the 1929 Great Depression. After the 2008 crisis—triggered by the collapse 
of Lehman Brothers on September 15, 2008—short selling came under intense scrutiny. 
Emergency restrictions were implemented by the SEC on September 19, 2008, and similar 
measures followed in the UK, Canada, and Switzerland. Later, Australia, EU countries, Russia, 
Southeast Asia, India, and Japan adopted comparable restrictions. Between July 2008 and June 
2010, short selling restrictions were enforced in 56 countries (Eken, 2020). 
 
Following the COVID-19 outbreak, the debate over short selling resurfaced. While some 
European countries imposed restrictions to prevent further market declines, increase in 
volatility, unethical investor behavior, and maintain financial stability, others refrained from 
doing so (Bessler & Vendrasco, 2022). 
 
Academic findings on short selling restrictions during previous crises generally highlight their 
negative effects on market quality (Beber & Pagano, 2013; Jain et al., 2013; Pagano, 2020; 
Bessler & Vendrasco, 2022). Notably, the U.S. opted against similar restrictions during the 
COVID-19 pandemic, while some European countries adopted interventionist policies. Once 
market volatility subsided, many regulators lifted restrictions either fully or partially, sending 
a message that such measures could be reinstated if needed. For instance, the European 
Securities and Markets Authority (ESMA) has stated that restrictions may be re-applied when 
necessary (Securities Lending Times, 2020). Toward the end of 2020, South Korea's Financial 
Services Commission (FSC) announced that penalties for illegal short sales could rise to 500 
million KRW (approx. 457,000 USD), including a minimum one-year prison sentence or fines 
(Securities Lending Times, 2020). 
 
The impact of short selling on market dynamics remains a contentious issue. Especially post-
2008, discussions and regulatory actions related to short selling have intensified. These 
developments have attracted scholarly attention to the topic. 
International literature contains various studies on the effects of short selling on financial 
markets. Empirical research generally supports the view that short selling restrictions lead to 
inflated asset prices (Jones & Lamont, 2002; Lamont & Thaler, 2003; Chang et al., 2007; 
Boehmer & Wu, 2013; Ding et al., 2020). Some studies, however, claim that such restrictions 
do not significantly affect stock prices (Marsh & Payne, 2012; Boehmer et al., 2013). 
Additionally, market efficiency, returns, and volatility are all influenced by short selling (Henry 
& McKenzie, 2006; Jung et al., 2013; Boehmer et al., 2013; Li et al., 2018; Bohl et al., 2016; 
Mertzanis, 2017). Several studies also indicate that lifting restrictions on short selling can lead 
to negative returns (Morck et al., 2000; Ofek & Richardson, 2003; Bris et al., 2007; 
Ebrahimnejad & Hosainzade, 2019; Al-Awadhi et al., 2020; Onali, 2020; Alfora et al., 2020; 
Ashraf, 2020; Şahin & Kuz, 2021). A commonly accepted view is that short selling restrictions 
reduce market liquidity (Chen & Zheng, 2009; Li et al., 2018). 
The primary function of organized stock exchanges is to instantly and fully reflect all 
information affecting asset prices, minimize transaction costs, and ensure a fair and orderly 
trading environment. This should hold true both during normal economic periods and in times 
of crisis (e.g., the 1929 Great Depression, the 2008 crisis, or the COVID-19 pandemic). Hence, 
it is crucial to determine whether market interventions such as trading restrictions are necessary 
during times of turmoil. 
 
Given the rising number of publications on short selling, there is a growing need for a 
quantitative evaluation to map academic progress. Bibliometric analysis provides such an 
opportunity. 
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First introduced by Pritchard in 1969, bibliometric analysis is a scientific method for 
understanding the temporal evolution of a research field from a multidisciplinary perspective 
(Caviggioli & Ughetto, 2019). Its academic relevance has grown in recent years, aided by tools 
like VOSviewer, Leximancer, and Gephi, and databases such as Scopus and Web of Science 
(Donthu et al., 2020; Wang et al., 2020; Tandon et al., 2021; Donthu et al., 2021; Kokol et al., 
2021; Khan et al., 2021). 

 
Bibliometric analysis enables a deep understanding of a topic, mapping its boundaries and 
identifying future research avenues (Albort-Morant et al., 2017; Xu et al., 2018; Skute et al., 
2019; Donthu et al., 2020). Its application is not a passing trend; it is increasingly preferred due 
to its ability to decipher large volumes of unstructured data and map evolving research 
landscapes (Verma & Gustafsson, 2020; Donthu et al., 2021a). It has been widely used in 
various disciplines including production (Caviggioli & Ughetto, 2019; Sahoo, 2022), 
management (Ferreira, 2018; Martínez-López, 2020), marketing (Gurzki & Woisetschlager, 
2017; Nicolas et al., 2020), and innovation (Li et al., 2018; Huang et al., 2019). 
 
Theoretically, this study addresses a gap by evaluating short-selling research indexed in the 
WoS database using bibliometric methods. Practically, it provides valuable insights for 
researchers by offering a comprehensive view of the literature on short selling. By categorizing 
key themes, this study helps outline research directions and trends. Specifically, it answers 
questions related to the publication years, journal distributions, most frequently used keywords, 
their co-occurrence patterns, contributing countries, and the most cited works in the field. To 
the best of the authors' knowledge, no other study has employed bibliometric analysis on short 
selling at this level of scope. 
The remainder of the paper is structured as follows: Chapter 2 details the methodological 
approach; Section 3 presents the bibliometric analysis results; and Chapter 4 offers conclusions 
and directions for future research. 

 
 

2. Methods 
 
This study focuses on short-selling transactions, which tend to become particularly prominent 
during periods of financial crisis. The methodological approach adopted in this research is 
similar to that employed by Jiang et al. (2022) and Caby (2020). Building upon these studies, a 
comprehensive set of articles related to short selling was identified, reviewed, and refined to 
construct a suitable dataset. Consequently, this paper aims to explore how academic research 
on short selling has evolved over time and to identify potential directions for its future 
development. 

 
2.1. Database curation 
 
Because journal articles are peer-reviewed and represent certified sources of academic 
information, their findings are generally considered more reliable (Ramos-Rodriguez & Ruiz-
Navarro, 2004). For this reason, news articles, reports, minutes, and other document types 
available in databases were excluded from the analysis; only peer-reviewed journal articles 
were considered. 
 
Although there are numerous databases that collect global research outputs, this study utilizes 
the Web of Science (WoS) online database, which hosts scientific publications from a broad 
range of disciplines. Web of Science is widely accepted as a reliable and high-quality database 
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understanding the temporal evolution of a research field from a multidisciplinary perspective 
(Caviggioli & Ughetto, 2019). Its academic relevance has grown in recent years, aided by tools 
like VOSviewer, Leximancer, and Gephi, and databases such as Scopus and Web of Science 
(Donthu et al., 2020; Wang et al., 2020; Tandon et al., 2021; Donthu et al., 2021; Kokol et al., 
2021; Khan et al., 2021). 
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identifying future research avenues (Albort-Morant et al., 2017; Xu et al., 2018; Skute et al., 
2019; Donthu et al., 2020). Its application is not a passing trend; it is increasingly preferred due 
to its ability to decipher large volumes of unstructured data and map evolving research 
landscapes (Verma & Gustafsson, 2020; Donthu et al., 2021a). It has been widely used in 
various disciplines including production (Caviggioli & Ughetto, 2019; Sahoo, 2022), 
management (Ferreira, 2018; Martínez-López, 2020), marketing (Gurzki & Woisetschlager, 
2017; Nicolas et al., 2020), and innovation (Li et al., 2018; Huang et al., 2019). 
 
Theoretically, this study addresses a gap by evaluating short-selling research indexed in the 
WoS database using bibliometric methods. Practically, it provides valuable insights for 
researchers by offering a comprehensive view of the literature on short selling. By categorizing 
key themes, this study helps outline research directions and trends. Specifically, it answers 
questions related to the publication years, journal distributions, most frequently used keywords, 
their co-occurrence patterns, contributing countries, and the most cited works in the field. To 
the best of the authors' knowledge, no other study has employed bibliometric analysis on short 
selling at this level of scope. 
The remainder of the paper is structured as follows: Chapter 2 details the methodological 
approach; Section 3 presents the bibliometric analysis results; and Chapter 4 offers conclusions 
and directions for future research. 

 
 

2. Methods 
 
This study focuses on short-selling transactions, which tend to become particularly prominent 
during periods of financial crisis. The methodological approach adopted in this research is 
similar to that employed by Jiang et al. (2022) and Caby (2020). Building upon these studies, a 
comprehensive set of articles related to short selling was identified, reviewed, and refined to 
construct a suitable dataset. Consequently, this paper aims to explore how academic research 
on short selling has evolved over time and to identify potential directions for its future 
development. 

 
2.1. Database curation 
 
Because journal articles are peer-reviewed and represent certified sources of academic 
information, their findings are generally considered more reliable (Ramos-Rodriguez & Ruiz-
Navarro, 2004). For this reason, news articles, reports, minutes, and other document types 
available in databases were excluded from the analysis; only peer-reviewed journal articles 
were considered. 
 
Although there are numerous databases that collect global research outputs, this study utilizes 
the Web of Science (WoS) online database, which hosts scientific publications from a broad 
range of disciplines. Web of Science is widely accepted as a reliable and high-quality database 

among bibliometric researchers. Due to its comprehensive coverage and rigorous indexing 
standards, it has become a primary tool for retrieving and evaluating academic publications and 
journals (Tandon et al., 2021; Sarkar et al., 2022; Chen et al., 2022; Park & Jeon, 2023). WoS 
provides a variety of essential data for bibliometric analysis, including references, abstracts, 
citation counts, authors’ affiliations, and countries. In this regard, bibliometric analysis 
represents a methodological advancement over traditional literature reviews (De Bakker et al., 
2005). 
 
The dataset for this study was obtained from Web of Science on October 3, 2023. A total of 
981 English-language articles published between 1980 and September 2023 were included in 
the analysis. This constitutes a limitation of the study. The reason for selecting Web of Science 
as the data source lies in its widespread acceptance and frequent use in academic research. The 
term “short selling” was used as the keyword in the search. The search targeted instances where 
“short selling” appeared in the title, abstract, and/or keywords. Quotation marks were used to 
ensure the precision of search results by capturing exact matches and related word 
combinations. This approach enhances the robustness of the dataset (Liu & Oakland, 2016). 
 
During the initial testing phase, it was observed that many articles retrieved without applying 
subject area filters were not relevant to the topic. Therefore, articles were filtered, and those 
classified in unrelated categories were excluded. The remaining articles were manually 
reviewed to ensure thematic relevance. As a result, a general research dataset on short selling 
was compiled without focusing on specific subtopics or publication types. 
 
The bibliometric method used in this study involves the assessment of the volume of 
publications and the identification of emerging trends in the literature. For this purpose, the 
software tools VOSviewer and Biblioshiny were employed to analyze the academic studies 
and generate a comprehensive bibliometric mapping (Ejaz et al., 2022). These tools were 
selected for their ability to process scientific data and create insightful visual representations of 
the research landscape. 
 
Science mapping refers to the process of analyzing and visualizing the intellectual structure of 
a scientific field. It allows for the identification of key trends and patterns in bibliographic data 
and in the broader academic literature (Bornmann et al., 2011). Various science mapping tools 
exist, each with distinct capabilities and limitations. Some of the most commonly used tools 
include VOSviewer, R-Bibliometrix (Biblioshiny), Gephi, CiteSpace, BibExcel, 
CitNetExplorer, and VantagePoint. For this study, R-Bibliometrix (Aria & Cuccurullo, 
2017) and VOSviewer (Van Eck & Waltman, 2010) were chosen due to their efficiency in 
creating and visualizing bibliometric networks. R-Bibliometrix is an R package designed to 
perform quantitative analysis in scientific research and to generate detailed bibliometric and 
science mapping outputs. 
 
More specifically, a performance analysis was carried out, incorporating bibliometric data such 
as the number of citations, distribution of articles across journals, contributing countries, key 
authors, and affiliated institutions (Cobo et al., 2011; Gaviria-Marin et al., 2018; Donthu et al., 
2021). This bibliometric analysis was complemented with content analysis. 
 
In this study, both relational and descriptive bibliometric techniques and indicators were 
employed. Factors such as language, country, and institutional affiliation offer sociocultural 
and demographic context. Mapping the density of publications over time provides a visual 
illustration of the historical development of research in the field. Keywords, as designated by 
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the authors, help to classify concepts and clarify how these concepts are interrelated, as well as 
which areas have been thoroughly investigated and which remain underexplored. Identifying 
the most prolific authors and journals reveals who has contributed the most and where these 
studies were predominantly published. Author collaboration analysis sheds light on the 
structure of scholarly networks, while citation metrics reveal the intellectual foundations of the 
field. Finally, bibliometric maps offer a clear depiction of historical research trajectories and 
scholarly communities, outlining possible directions for future inquiry. 
 
 
3. Findings 
 
Bibliometric analysis techniques can be categorized into two main groups: science mapping 
and performance analysis. While performance analysis evaluates the individual contributions 
of research constituents (e.g., authors, institutions, countries, journals), science mapping 
focuses on the interrelationships among these components and aims to uncover the intellectual 
and conceptual structure of a research field (Donthu et al., 2021). 
 
3.1. Performance Analysis 
 
A performance analysis was conducted to gain a comprehensive understanding of the academic 
output on the topic. In this section, the results are presented under three primary categories: (1) 
publication output and growth trends, (2) journal analysis, and (3) citation analysis. 

 
3.1.1. Publication Output and Growth Trends 

 
The number of peer-reviewed publications serves as a key indicator of the maturity and 
developmental trajectory of any academic discipline. Figure 1 illustrates the annual distribution 
of articles related to short selling, published between 1980 and September 2023, and indexed 
in the Web of Science database. 

 
Figure 1: Short Selling Articles by Years 

 

 
 

Source: Authors 
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It can be seen that short-selling research started in 1980. Therefore, studies conducted between 
1980 and 2023 (September) are included in the scope of bibliometric analysis. When we look 
at the publication years of studies on short selling, it is seen that the subject has been studied 
with increasing momentum after 2004. It is observed that this increase was much higher in 2010 
than in other years. The characteristic of 2010 is thought to be the impact of the global crisis. 
The activity/volatility experienced in the stock markets during global crisis periods brings the 
interest in short selling or the regulations on this issue to the agenda. 
 

3.1.2. Journal analysis 
 
Table 2 presents the ranking of journals that have published research related to short selling. 
Figure 2 illustrates the ranking of journals within the Web of Science database that have 
published at least twenty articles on the topic. 
 

Figure 2: Journals on Short Selling 
 

Source: Authors 
 

An examination of the journals that have published research on short selling reveals that nearly 
all of them fall within the Q1 category. However, the disparity in the number of publications 
across journals is noteworthy and holds particular significance for researchers intending to 
publish in this area. The Journal of Banking & Finance emerges as the leading journal in terms 
of the number of short selling-related publications worldwide. The dominance of finance-
focused journals in this domain indicates that the topic of short selling has largely remained 
within the boundaries of financial research and has yet to expand significantly into other 
academic disciplines. 
 

3.1.3. Citation Analysis 
 
Citations to a research article serve as indicators of its overall impact, quality, and contribution 
to the academic field. From this perspective, it can be argued that frequently cited articles exert 
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a greater influence compared to those with fewer or no citations (Culnan, 1986). Table 1 
presents the most frequently cited papers in the area of short selling. 
 

Table 1: Most cited papers 
 

Article Title and 
Year 

Authors  Journal Journal 
Classification 

Citati
ons 

Keywords 

Constraints on 
short-selling and 
asset price 
adjustment to 
private 
information 
(1987) 

Diamond and 
Verrecchia  

Journal of Financial 
Economics 

Financial 
economics 

767 n. a. 

Short sales, 
institutional 
investors, and the 
cross-section of 
stock returns 
(2005) 

Nagel  Journal of Financial 
Economics 

Financial 
economics 

468 Return 
predictability, 
Short-sales 
constraints, 
Institutional 
investors 

Short interest, 
institutional 
ownership, and 
stock returns 
(2005) 

Asquith et al..  Journal of Financial 
Economics 

Financial 
economics 

414 Short sales, Short 
interest, Limits to 
arbitrage 

Efficiency and the 
bear: Short sales 
and markets 
around the World 
(2007) 

Bris et al..  The Journal of 
Finance 

Finance, 
economics, 
business 

362 n. a. 

Short-sale 
constraints and 
stock returns 
(2002) 

Jones and 
Lamont  

Journal of Financial 
Economics 

Financial 
economics 

357 Mispricing, Short 
selling, Short sale 
constraints, 
Securities lending 

Short-sale 
strategies and 
return 
predictability 
(2009) 

Diether et al..  Review of Financial 
Studies 

Finance 346 n. a. 

Institutional 
investors and the 
informational 
efficiency of 
prices (2009) 

Boehmer and 
Kelley  

The Review of 
Financial Studies 

Finance  326 n. a. 

Rational 
contagion and the 
globalization of 
securities markets 
(2000) 

Calvo and 
Mendoza  

Journal of 
International 
Economics 

Economy 321 n. a. 

Short selling and 
the price 
discovery process 
(2013) 

Boehmer and 
Wu  

The Review of 
Financial Studies 

Finance 298 n. a. 

Short‐selling bans 
around the world: 
Evidence from the 
2007–09 crisis 
(2013) 

Beber and 
Pagano  

The Journal of 
Finance 

Finance, 
economics, 
business 

272 n. a. 

Source: Authors 



307REGION, ENTREPRENEURSHIP, DEVELOPMENT

a greater influence compared to those with fewer or no citations (Culnan, 1986). Table 1 
presents the most frequently cited papers in the area of short selling. 
 

Table 1: Most cited papers 
 

Article Title and 
Year 

Authors  Journal Journal 
Classification 

Citati
ons 

Keywords 

Constraints on 
short-selling and 
asset price 
adjustment to 
private 
information 
(1987) 

Diamond and 
Verrecchia  

Journal of Financial 
Economics 

Financial 
economics 

767 n. a. 

Short sales, 
institutional 
investors, and the 
cross-section of 
stock returns 
(2005) 

Nagel  Journal of Financial 
Economics 

Financial 
economics 

468 Return 
predictability, 
Short-sales 
constraints, 
Institutional 
investors 

Short interest, 
institutional 
ownership, and 
stock returns 
(2005) 

Asquith et al..  Journal of Financial 
Economics 

Financial 
economics 

414 Short sales, Short 
interest, Limits to 
arbitrage 

Efficiency and the 
bear: Short sales 
and markets 
around the World 
(2007) 

Bris et al..  The Journal of 
Finance 

Finance, 
economics, 
business 

362 n. a. 

Short-sale 
constraints and 
stock returns 
(2002) 

Jones and 
Lamont  

Journal of Financial 
Economics 

Financial 
economics 

357 Mispricing, Short 
selling, Short sale 
constraints, 
Securities lending 

Short-sale 
strategies and 
return 
predictability 
(2009) 

Diether et al..  Review of Financial 
Studies 

Finance 346 n. a. 

Institutional 
investors and the 
informational 
efficiency of 
prices (2009) 

Boehmer and 
Kelley  

The Review of 
Financial Studies 

Finance  326 n. a. 

Rational 
contagion and the 
globalization of 
securities markets 
(2000) 

Calvo and 
Mendoza  

Journal of 
International 
Economics 

Economy 321 n. a. 

Short selling and 
the price 
discovery process 
(2013) 

Boehmer and 
Wu  

The Review of 
Financial Studies 

Finance 298 n. a. 

Short‐selling bans 
around the world: 
Evidence from the 
2007–09 crisis 
(2013) 

Beber and 
Pagano  

The Journal of 
Finance 

Finance, 
economics, 
business 

272 n. a. 

Source: Authors 

Table 1 displays the ten most cited studies within the scope of this research, covering the period 
under consideration. A review of these top-cited studies on short selling reveals that they have 
received substantial academic attention. The most cited work is by Diamond and Verrecchia 
(1987), with a total of 767 citations. The diversity of the sources from which these studies 
originate highlights the interdisciplinary relevance of the short selling topic, although it remains 
predominantly situated within the domain of financial journals. 
 
3.2. Science Mapping 

 
This section presents a graphical visualization of keyword co-occurrence to offer a detailed 
depiction of the thematic landscape. The term co-occurrence refers to the frequency with which 
a keyword appears alongside other keywords in the same study (Isenberg et al., 2016; Farrukh 
et al., 2020; Han & Gupta, 2022). Co-word analysis is employed to examine how keywords are 
used together in studies that aim to map the intellectual structure of a specific research area. In 
addition, homophone analysis—a form of quantitative content analysis—investigates the 
frequency and relationships of homophonous or semantically similar terms within academic 
publications. The terms used in synonym analysis are derived from "author keywords," which 
reflect how authors classify and conceptualize their work. 
 

Figure 3: Keyword Map 

 
Source: Authors 

 
Analyzing the keywords of the selected studies provides insights into the conceptual 
foundations of the short-selling phenomenon and offers valuable information to relevant 
stakeholders. In this context, commonly recurring keywords include concepts such as liquidity, 
margin trading, constraints, mispricing, regulation, financial crisis, and insider trading. In 
contrast, terms like merger arbitrage, portfolio optimization, mutual funds, and derivatives 
appear less frequently among the keywords. This indicates that the concept of short selling is 
not only of interest to investors but also to policymakers and regulatory bodies. 
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To uncover a network representation of related research themes, a clustering analysis based on 
keyword co-occurrence was conducted using VOSviewer. This analysis aimed to identify 
research trends among the 981 articles included in the sample. The resulting clusters are 
grouped into four categories, each labeled by representative keywords. As shown in Table 2, 
the clusters vary in terms of the number of keywords they contain and the thematic areas they 
encompass. 
Each cluster is visually represented in a distinct color. These clusters consist of tightly 
connected nodes (keywords), where the connecting lines signify co-occurrence relationships 
(see Figure 3). The circular size of each keyword reflects its relative importance within the 
dataset. Furthermore, a smaller distance between circles indicates a stronger conceptual 
relationship (Van Eck & Waltman, 2014). 
To identify the main research streams within the short-selling literature, a comprehensive 
content analysis was performed on the 981 articles grouped across the four keyword clusters. 
After detailed examination of each cluster, a central thematic focus was identified for each. 
 

Table 2: An integrative framework for the short-selling studies  
     
Cluster No-
Color 

Most frequently used keywords index (n > 4) Focus Area 

Cluster 1 – Red Arbitrage (26), China (11), Chinese stock market (9), credit 
default swaps (5), exchange-traded funds (12), financial 
constraints (4), idiosyncratic volatility (7), investor sentiment 
(8), Korean stock market (7), limits to arbitrage (15), margin 
trading (27), merger arbitrage (4), mispricing (28), momentum 
(8), options (11), overvaluation (12), price discovery (10), price 
efficiency (15), pricing (9), pricing efficiency (7), real earnings 
management (8), securities lending  (21), short interest (34), 
short sale (12), short sales (29), short selling (256), short-selling 
constraints (28), stock liquidity (7), stock price crash risk (8), 
voluntary disclosure (7), weekend effect (7) 
 

Pricing and volatility (with 
a focus on arbitrage and 
risk) 

Cluster 2 – 
Green 

Asset pricing (8), asymmetric information (8), behavioral 
finance (9), emerging markets (6), financial markets (8), 
financial regulation (8), hedge funds (27), hedging (7), insider 
trading (20), market efficiency (53), market microstructure (8), 
mutual funds (6), portfolio analysis (7), portfolio management 
(6), portfolio optimization (7), portfolio selection (6), short sale 
constraints (17), short-selling restriction (6), skewness ( 5), 
united states of America (9) 

Mitigation (with a focus on 
risk) and portfolio 
diversification 

 
Cluster 3 – 
Blue 

 
COVID-19 (6), earnings announcements (15), financial crisis 
(29), informed trading (8), liquidity (53), market quality (23), 
private information (13), regulation (24), short sellers (11), 
short-sale ban (7), short-selling ban (18), short-selling 
restrictions (6), speculation (9), stock returns (16), trading 
volume (10), transaction costs (6), uncertainty (6), volatility (29) 

 
Adaptation (with a focus on 
financial crises, constraints, 
and uncertainty) 

 
Cluster 4 – 
Yellow 

 
Corporate governance (16), derivatives (12), disclosure (11), 
dividends (8), equity lending (10), global financial crisis (11), 
information asymmetry (11), naked short selling (14), regulation 
sho (35), return predictability (11), securities and exchange (12), 
uptick rule (15) 

 
Management's contribution 
to short selling 

 
Source: Authors 
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An examination of the table reveals that across nearly all cluster categories, the relationship 
between short selling and themes such as regulation/restriction, product pricing, and market 
efficiency has been frequently studied. Notably, the U.S. and Chinese markets—arguably the 
largest stock markets in the world—stand out in terms of research focus. 
 
Cluster 1 comprises studies that primarily address issues of pricing, arbitrage, and volatility 
driven by risk factors. These studies investigate the effects of short-selling practices on pricing 
and volatility, with a particular emphasis on the Chinese and Korean stock markets. Some 
studies also explore the weekend effect on pricing and risk. Overall, Cluster 1 centers on themes 
such as short-selling activities, investor sentiment toward publicly traded stocks, mispricing, 
options, arbitrage, and their implications for volatility. 
 
Cluster 2 places market efficiency at the forefront. The articles grouped under this cluster 
examine the negative consequences of short-selling practices on financial markets. These 
studies address topics including hedge funds, insider trading, portfolio selection, behavioral 
finance, asymmetric information, and hedging strategies. Additionally, this cluster explores the 
role of financial regulation in mitigating the adverse effects of short selling, particularly within 
the U.S. and emerging markets. 
 
Cluster 3 focuses on short-selling practices during the COVID-19 pandemic, which represents 
a recent global financial crisis. The central theme in this cluster is liquidity. The articles 
investigate the effects of short selling—particularly during periods of financial turmoil—on 
liquidity, volatility, stock returns, and overall market quality. Furthermore, the effectiveness of 
financial regulations in addressing these challenges is also evaluated. 
 
Cluster 4 includes studies that explore the role of management and coordination in facilitating 
the integration of short-selling practices into market mechanisms. These studies examine 
institutional and regulatory approaches to harmonizing short selling with broader financial 
system stability. 
 
Figure 4 presents the output of the Biblioshiny/Bibliometrix analysis, highlighting three 
correlation plots that illustrate the relationships between countries, journals, and keywords. 
 

Figure 4: Relationships among countries, journals, and keywords 
 

 
Source: Authors 
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In figure 5, it can be statistics withe related countries. 
 

Figure 5: Country Production over Time 
 

% 
 

Source: Authors 
 
The connections between the elements are represented in a nested rectangular structure in 
Figure 4. The larger the size of each rectangle, the greater the number of associated articles, 
authors, or keywords. Figure 4 presents a three-factor analysis depicting the relationships 
among countries (left), journals (center), and keywords (right). Five countries—the United 
States, China, Australia, United Kingdom, and Canada—have made the most significant 
contributions to the short-selling literature. These contributions are predominantly associated 
with four primary keywords: short selling, market efficiency, liquidity, and short sales. A strong 
relationship is observed between these countries, keywords, and five major journals: Journal of 
Banking & Finance, Journal of Financial Economics, Pacific-Basin Finance Journal, Journal of 
Corporate Finance, and Handbook of Short Selling. 
 
In summary, the analysis of country-journal-keyword relationships in short-selling studies 
reveals that the field is primarily dominated by developed countries. The majority of the 
publications appear in finance-oriented journals, and the central themes revolve around 
financial crises, market efficiency, and liquidity. 
Figure 5 illustrates that scholarly interest in short selling increased notably in the United States 
following the 2008–2009 global financial crisis. In more recent years, research on this topic has 
gained momentum in China, yet overall, the field continues to be primarily explored by 
developed economies. 
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Figure 6: Trend Topics 
 

 
Source: Authors 

 
Figure 6 illustrates a thematic evolution in the short-selling literature over time. Earlier studies 
focused on topics such as naked short selling, financial markets, the uptick rule, portfolio 
selection, dividends, and incomplete markets. These earlier themes have gradually been 
replaced by more contemporary research interests including speculation, securities lending, 
heterogeneous beliefs, volatility, hedge funds, regulation, mispricing, arbitrage, informed 
trading, market efficiency, insider trading, margin trading, liquidity, corporate governance, 
optimization, Regulation SHO, and earnings announcements. These topics have consistently 
been examined through the lens of short-selling practices. 
In recent years, however, emerging themes such as the Chinese stock market, the COVID-19 
pandemic, and information asymmetry have come to the forefront of the literature, reflecting 
the evolving dynamics and relevance of short selling in response to global economic 
developments. 
 
 
4. Conclusıon 
 
Short selling encompasses financial activities related to stock price movements, volatility in 
prices and returns, risk, and market efficiency. This study conducted a ranking analysis and 
provided visual illustrations based on key bibliometric criteria, such as citation counts, journal 
distribution, and keyword usage. These findings contribute to a deeper understanding of the 
current positioning and scholarly development of the short selling topic. 
 
Using a bibliometric approach, this article examines the development and emerging trends in 
academic studies on short selling published between 1980 and September 2023. The research 
was based on a dataset of 981 articles retrieved from the Web of Science database, selected 
through defined inclusion and exclusion criteria. The analysis reveals that academic interest in 
short selling and short-selling restrictions tends to intensify during periods of financial crisis. 
 
A notable increase in publication momentum began after 2004, with another spike occurring 
during the 2008–2012 global financial crisis. Following a period of steady growth from 2014 
onward, the field experienced a significant surge in 2020, largely driven by the onset of the 
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COVID-19 pandemic—a modern global crisis that brought short-selling restrictions back to the 
forefront of financial regulation debates. The year 2022 marked the peak in terms of the number 
of publications on the topic. 
 
The results also indicate that developed countries dominate academic contributions to the field. 
The United States and China rank first and second, respectively, in terms of total number of 
publications. In terms of journal output, the Journal of Banking & Finance, Journal of Financial 
Economics, and Pacific-Basin Finance Journal are the leading platforms for short selling 
research. 
 
Thematic and trend analyses of author keywords underscore the evolution of research interests 
within the short selling domain. While several core topics have been extensively studied, the 
keyword analysis reveals emerging areas—particularly regarding information asymmetry, the 
Chinese and U.S. stock markets, and regulatory impacts—that hold promise for future research. 
The findings suggest that short selling has increasingly been explored as a mechanism for 
mitigating risk and price volatility, especially in times of economic uncertainty. 
 
One notable observation is the geographic concentration of research samples, primarily 
centered on the U.S. and Chinese markets. This highlights an opportunity for future studies to 
broaden their scope by incorporating samples from other countries and regions, potentially 
diversifying perspectives on short selling practices. 
 
This bibliometric study was designed with academics, financial experts, and policy-makers in 
mind. To the best of the authors’ knowledge, it represents one of the most comprehensive 
bibliometric analyses of short selling in the literature to date. By mapping the intellectual 
structure of the field, the study offers new insights and research directions for scholars. The 
longitudinal examination of keywords helps identify research hot spots and areas of sustained 
interest, while the list of most cited articles serves to highlight the most influential works in the 
field. 
 
The observation that nearly all studies are published in leading finance journals, combined with 
the relatively limited exploration of regulatory and restriction-related dimensions, suggests 
potential for future contributions in interdisciplinary journals. In addition, future bibliometric 
studies could be enhanced by incorporating data from other academic databases such as Scopus, 
thereby providing a broader and more diverse overview of the literature. 
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ABSTRACT 
 
Responsible business practices have become a strategic imperative across industries in the face 
of mounting environmental challenges, shifting consumer expectations, and evolving regulatory 
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2024). Within this context, the hospitality industry, traditionally associated with high resource 
consumption and strong stakeholder interdependencies, has emerged as a key sector for 
applying and developing sustainable and responsible business models (Martínez-Falcó et al., 
2024). 
Responsible business practice is a management approach informed by ethical standards, 
corporate social responsibility (CSR), stakeholder engagement, sustainable supply chain 
management, and fair labour practices (Govindan et al., 2025). These practices are intrinsically 
linked to the broader framework of sustainable management, which is typically conceptualized 
along four interdependent dimensions: environmental, social, economic, and circular. The 
environmental dimension involves minimizing the ecological impact of business operations 
through resource conservation and emissions reduction. The social dimension emphasizes 
human well-being, community development, and equity. Economic sustainability concerns the 
financial viability of business activities and their contribution to long-term prosperity. Finally, 
the circular economy dimension promotes closed-loop systems that reduce waste and encourage 
the reuse and recycling of materials. The intersection of these dimensions illustrates that 
responsible business practices are not merely ethical imperatives but also drivers of innovation 
and competitive differentiation (Lin, 2024). In the hospitality sector, in particular, integrating 
sustainability-oriented practices has proven instrumental in addressing ecological pressures 
while enhancing brand value and meeting the expectations of increasingly eco-conscious 
travellers. These dynamics are especially relevant in countries where tourism is pivotal in 
national development strategies (Chakraborty et al., 2024). Portugal offers a compelling context 
in this regard. Its hospitality sector has demonstrated a growing commitment to sustainability, 
with hotels and related enterprises actively investing in responsible practices that respond to 
global imperatives and local socio-economic realities (Diogo, 2024). Despite these efforts, the 
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To address this gap, the present study adopts a twofold approach. First, it undertakes a 
bibliometric and thematic review of the international literature to identify dominant research 
trends, conceptual frameworks, and methodological orientations concerning responsible 
business practices in the hospitality sector. These issues are presented and discussed in section 
2. An empirical case study follows this focused on the Portuguese hospitality industry, in 
section 3, aiming to explore how responsible and sustainable practices are operationalized in 
practice and how these contribute to environmental stewardship, social impact, and business 
performance. Finally, the article concludes with final considerations, limitations of the study, 
and suggestions for future work. 
 
 
2. Literature Review 

 
2.1. Number of publications and evolution over time 
 
For the final assessment, 269 studies were gathered, comprising 269 Review Articles (RA) 
covering 2021 to 2025. 
Figure 1 illustrates the progression of research publications on "BUSINESS PRACTICE*" 
AND "HOSPITALITY" within the Web of Science database. The earliest English-language 
journal and RA dates to 2021 (Tavares et al., 2021), and since then, the volume of publications 
has consistently increased. The most published articles were published in 2023 and 2024, with 
69 and 70 documents, respectively. As for citations, 2023 registered a record number of 2,801 
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citations. Between 12021 and 2025, the total cited documents are 269 articles, with 6,356 
citations and an H index of 45. 
 

Figure 1: Number of publications and citations in WoS over the years 

 

Source: Authors 

2.2. Research Productivity and Co-Authorship Networks 
 
This study identified 248 publications authored by 843 researchers affiliated with 519 
institutions from 78 countries. Despite the many contributors, only five authors published more 
than three articles. Satish Kumar stands out as the most cited author, with 525 citations, 
followed by Marcello Mariani (161), Alfredo De Massis (153), Patrick Velte (132), and Marello 
M. Mariani (121). While prolific authorship is limited, several researchers have achieved 
considerable scholarly impact. 
Regarding institutional productivity, only eight institutions have published more than five 
documents. The University of Reading and Hong Kong Polytechnic University lead in output, 
each contributing six publications. Institutions such as the University of Bologna, Griffith 
University, and Erasmus University followed closely with five documents each. Regarding 
citation impact, Hong Kong Polytechnic University is notable for accumulating 312 citations, 
followed by Griffith University with 298 and the University of Reading with 289, indicating a 
high research influence relative to their publication volume. 
The analysis of institutional collaboration, based on the "Total Link Strength" metric, reveals 
that the University of Bologna and the University of Reading exhibit the highest levels of co-
authorship with other organizations (link strength = 5). In contrast, Griffith University and 
Hong Kong Polytechnic University display limited collaboration (link strength = 1). Several 
institutions—including Erasmus University, Leuphana University Lüneburg, the University of 
Portsmouth, and the University of Valencia—recorded no collaborative ties, indicating that 
their research may have been conducted independently or with partners not captured within this 
dataset. In summary, the University of Reading emerges as highly productive and well-
connected. Hong Kong Polytechnic University, although leading in citations, shows lower 
integration within the co-authorship network. 
Researchers from 26 countries have contributed more than six articles regarding geographical 
distribution. The United Kingdom ranks first with 50 publications and 2,984 citations, followed 
by Australia (28 publications, 1,717 citations) and the United States (28 publications, 1,371 
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citations). Portugal appears in the 18th position, contributing 12 publications and 725 citations, 
reflecting a moderate but impactful presence. When analyzed by region (Figure 2), the United 
States leads with 47 publications, followed by India with 38 and South Africa with 21. Portugal 
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Figure 2: Documents by country or territory 
 
 

 
Source: Authors 

 
2.3. Keyword Co-Occurrence and Thematic Clusters 
 
A keyword co-occurrence analysis was conducted based on the dataset's 1,800 unique keywords 
to identify key research trends and thematic orientations. Applying a minimum threshold of five 
occurrences, 107 keywords were retained for network visualization using VOSviewer (Figure 
3). The co-occurrence network reveals six major thematic clusters, each representing a distinct 
yet interrelated research focus. These clusters are represented in Figure 3 and are linked with 
digital transformation, corporate governance and financial performance, environmental, social, 
and governance (ESG) frameworks, corporate social responsibility (CSR), sustainability, and 
performance. They are also linked with an operational dimension of sustainability and broader 
institutional theories in tourism, as well as sustainable tourism and rural development. Clusters 
are gathered as follows: 

 Cluster 1 centres on digital transformation in tourism, encompassing keywords such as 
artificial intelligence, big data, social media, and COVID-19. This cluster reflects the 
increasing role of digital technologies in shaping tourism experiences, marketing 
strategies, and decision-making processes. COVID-19 highlights the sector's adaptive 
response to crises through innovation and digital engagement. 

 Cluster 2 focuses on corporate governance and financial performance. It is characterized 
by ownership structure, empirical evidence, governance, and meta-analysis. Research 
in this area typically explores the influence of governance mechanisms on firm 
performance, often using quantitative approaches to assess causal relationships. 

 Cluster 3 relates to environmental, social, and governance (ESG) frameworks and 
broader institutional theories. Concepts like stakeholder theory, legitimacy, and value 
creation dominate this space, emphasizing the theoretical foundations underpinning 
responsible business practices and the evaluation of their societal impacts. 
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 Cluster 4, situated at the network's core, highlights the centrality of corporate social 
responsibility (CSR), sustainability, and performance. This cluster serves as a 
conceptual bridge, connecting multiple research domains. Its prominence reflects the 
interdisciplinary nature of CSR, often studied in conjunction with sustainability metrics 
and organizational outcomes. The frequent co-occurrence of terms like systematic 
literature review and bibliometric analysis suggests that scholars are actively 
consolidating and synthesizing knowledge in this area, pointing to a mature and 
theoretically grounded field. 

 
Figure 3: Co-occurrence of keywords analysis 

 
 

 
Source: Authors 

 
 Cluster 5 emphasizes the operational dimension of sustainability through concepts such 

as circular economy, entrepreneurship, consumers, and green innovation. This cluster 
indicates a shift from normative to practical approaches, examining how sustainability 
is embedded in business models, market behaviour, and innovation strategies. 
Keywords such as framework and enterprises suggest a strong orientation toward 
applied research and policy relevance. 

 Cluster 6 explores sustainable tourism and rural development, with recurring keywords 
including authenticity, experience, rural tourism, and quality. This thematic area 
investigates how sustainability principles are implemented in tourism settings, 
particularly within rural or culturally sensitive environments. It also reflects the sector's 
growing concern with ethical consumption, cultural preservation, and the long-term 
viability of tourism destinations. 
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Together, these clusters illustrate the multidimensional and interdisciplinary nature of 
sustainability-oriented research in hospitality, revealing how theoretical, operational, and 
contextual elements converge to shape current academic discourse and future research 
directions. While keyword co-occurrence analysis offers valuable insight into the structure and 
focus of scholarly output based on predefined terms, it is equally important to explore how 
meaning is constructed within the broader narrative of the literature. 
To deepen this understanding, the next phase of the analysis applies a text-mining approach to 
titles and abstracts, enabling the identification of emergent concepts and their semantic 
relationships. This method, presented in section 3.4, allows for a more nuanced exploration of 
researchers' language and provides a complementary perspective on the field's conceptual 
architecture.  
 
2.4. Text-Based Mapping and Term Extraction 
 
To complement traditional bibliometric analyses, a text-based term mapping was conducted 
using VOSviewer's text mining functionality, which extracts and visualizes frequently 
occurring terms from titles and abstracts. This method offers a semantic perspective on the 
dataset by identifying dominant concepts and their co-occurrence patterns, thus revealing how 
knowledge is linguistically structured within the field. The resulting map (Figure 4) shows three 
primary term clusters, each associated with a distinct area of discourse, namely: 

 The red cluster strongly focuses on corporate social responsibility (CSR), performance 
outcomes, and theoretical development. Terms such as CSR, performance, relationship, 
effect, theory, research agenda, and implementation emphasize understanding and 
explaining the mechanisms through which CSR affects organizational processes and 
outcomes. This cluster also includes words like antecedent, influence, and process, 
pointing to an interest in causal relationships and empirical validation. 

 The green cluster is centred around bibliometric and scientometric analysis, 
encompassing terms like bibliometric analysis, publication, citation, Scopus, author, 
journal, and trend. This cluster represents the methodological core of the dataset, 
indicating that a significant portion of the literature is devoted to reviewing, mapping, 
and analyzing the structure and evolution of the research itself. Terms such as cluster, 
number, state, and decade reinforce the temporal and structural dimensions often 
explored in this type of work. 

 The blue cluster focuses on tourism research, particularly about methodological 
approaches and sectoral applications. Central terms include tourism, tourist, hospitality, 
sector, technology, approach, design, industry, and service. This suggests a strong 
orientation toward applied research, exploring how tourism as a field incorporates 
sustainability and innovation, often through empirical and practice-based 
methodologies. The presence of terms like stakeholder, application, and practical 
implication also signals a concern with real-world relevance and knowledge transfer. 

 
This text-based map provides a semantic layer of insight that complements the co-authorship 
and keyword co-occurrence analyses. It helps illuminate the language of research, which means 
how scholars frame their investigations and the conceptual vocabulary that structures the 
discourse. The spatial proximity between clusters further highlights thematic intersections: for 
example, the overlap between CSR theory (red) and tourism application (blue) suggests a 
growing interest in socially responsible practices within the tourism industry. 
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Figure 4: Text-based term co-occurrence map generated from titles and abstracts 
 

 
 

Source: Authors 
 
 
3. Operationalising Responsible Business Practices in Portugal: Case Insights from a  

Transformative Hospitality Ecosystem 
 
In recent years, tourism has increasingly asserted itself as a strategic driver of Portugal's 
economic, social, and environmental development. National policy frameworks, most notably 
the Tourism Strategy 2027 and the forthcoming Tourism Strategy 2035 have positioned the 
country as a benchmark for sustainability, competitiveness, and territorial cohesion. Central to 
these efforts is the integration of sustainability into tourism governance, with initiatives aimed 
at measuring environmental impacts, fostering inclusive growth, and promoting responsible 
tourism across all regions. Emphasis has also been placed on developing lesser-known 
destinations and encouraging a more equitable distribution of tourism benefits. 
The following section presents three emblematic cases that illustrate how responsible business 
practices are being translated into action. These cases represent distinct yet complementary 
dimensions of Portugal's innovation ecosystem in hospitality: territorial monitoring (regional 
sustainability observatories), sectoral coordination (the HOSPES programme), and private 
sector excellence (Six Senses Douro Valley). Each reflects a concrete and context-sensitive 
approach to implementing sustainability principles within the hospitality domain. These cases 
are the result of academic studies carried out by the authors in a collaborative and 
interdisciplinary way, as part of the planning of teaching resources for the curricular units they 
teach in Bachelor's and Master's programmes in the academic year 2024/2025. 
 



325REGION, ENTREPRENEURSHIP, DEVELOPMENT

Figure 4: Text-based term co-occurrence map generated from titles and abstracts 
 

 
 

Source: Authors 
 
 
3. Operationalising Responsible Business Practices in Portugal: Case Insights from a  

Transformative Hospitality Ecosystem 
 
In recent years, tourism has increasingly asserted itself as a strategic driver of Portugal's 
economic, social, and environmental development. National policy frameworks, most notably 
the Tourism Strategy 2027 and the forthcoming Tourism Strategy 2035 have positioned the 
country as a benchmark for sustainability, competitiveness, and territorial cohesion. Central to 
these efforts is the integration of sustainability into tourism governance, with initiatives aimed 
at measuring environmental impacts, fostering inclusive growth, and promoting responsible 
tourism across all regions. Emphasis has also been placed on developing lesser-known 
destinations and encouraging a more equitable distribution of tourism benefits. 
The following section presents three emblematic cases that illustrate how responsible business 
practices are being translated into action. These cases represent distinct yet complementary 
dimensions of Portugal's innovation ecosystem in hospitality: territorial monitoring (regional 
sustainability observatories), sectoral coordination (the HOSPES programme), and private 
sector excellence (Six Senses Douro Valley). Each reflects a concrete and context-sensitive 
approach to implementing sustainability principles within the hospitality domain. These cases 
are the result of academic studies carried out by the authors in a collaborative and 
interdisciplinary way, as part of the planning of teaching resources for the curricular units they 
teach in Bachelor's and Master's programmes in the academic year 2024/2025. 
 

3.1. Regional Sustainability Observatories 
 
The strategic vision outlined in the Tourism Strategy 2027 establishes Portugal as a global 
reference in competitive and sustainable tourism. One of the cornerstone initiatives supporting 
this vision is the development of regional sustainability observatories designed to provide 
systematic and localized assessments of tourism's impacts. These observatories aim to enhance 
destination planning and governance by generating evidence-based insights, ultimately 
strengthening Portugal's position as an international leader in sustainable tourism. 
The observatories are coordinated by Turismo de Portugal and align with the guidelines 
established by the World Tourism Organization (UNWTO), particularly the "Indicators of 
Sustainable Development for Tourism Destinations." They serve as territorial intelligence 
platforms, supporting responsible tourism policies adapted to regional specificities. 
Portugal's commitment to this monitoring approach is evidenced by the recognition of three 
observatories within the UNWTO's International Network of Sustainable Tourism 
Observatories (INSTO). The first, the Alentejo Sustainable Tourism Observatory (ASTO), 
gained recognition in January 2018. This was followed in January 2020 by the Azores Tourism 
Observatory and the Algarve Regional Observatory for Sustainable Tourism (AlgSTO). With 
these initiatives, Portugal has consolidated a national framework for tracking sustainable 
tourism performance across diverse geographies. 
In their initial phases, these observatories focused on eleven thematic domains central to 
sustainability assessment: (i) economic benefits; (ii) seasonality; (iii) employment; (iv) resident 
satisfaction; (v) energy management; (vi) water use; (vii) waste management; (viii) wastewater 
treatment; (ix) governance structures; (x) accessibility; and (xi) climate action. This 
multidimensional approach recognizes the complexity and interdependence of sustainability 
challenges in tourism and the need for adaptive, regionally attuned responses. 
By embedding sustainability monitoring within regional planning systems, these observatories 
contribute to evidence-based policy and building a culture of responsibility and innovation 
among public and private stakeholders alike. 
 
3.2. HOSPES Program: The Associação Hotelaria Portuguesa's Corporate Social  
       Responsibility and Environmental Sustainability Program 
 
The HOSPES Programme, developed in 2013 by the Hotel Association of Portugal (AHP) in 
collaboration with its member establishments, represents a pioneering initiative to integrate 
social responsibility and environmental sustainability within the national hospitality sector. 
Built upon the principles of a shared and circular economy, the programme aligns corporate 
efforts around a common objective: enhancing the sustainability of tourism operations in 
Portugal through coordinated and measurable action. 
The programme is structured around three strategic vectors—social, economic, and 
environmental—and is operationalized through two core components. The first, titled "We 
Share", is a social responsibility initiative that facilitates the reintegration of high-quality, 
second-hand hotel goods into the social economy. This includes furniture, clothing, household 
appliances, and industrial equipment, all of which are redistributed to institutions in need. The 
initiative also promotes inclusive employment practices and encourages corporate volunteering, 
thus extending its impact beyond material donations to long-term community support. 
The second component, "We Care", focuses on environmental sustainability. Grounded in reuse, 
reduction, and recycling principles, it encourages hotels to adopt responsible waste 
management practices. Participating hotels have reported significant reductions in waste sent 
to landfills by implementing circular systems and fostering environmental awareness among 
employees and guests alike. 
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Recognition and visibility are key elements of the programme's incentive model. Hotels 
demonstrating active and sustained participation receive two seals of excellence—' We Share' 
for social impact and 'We Care' for environmental commitment—awarded annually. These 
certifications serve as both reputational assets and internal benchmarks for continuous 
improvement. 
The HOSPES Programme has received national and international acclaim, winning the 
European Enterprise Promotion Awards (EEPA) in 2020 under Responsible and Inclusive 
Entrepreneurship. It has since been showcased at multiple conferences and industry events as a 
model of good practice, illustrating how the hospitality sector can play a transformative role in 
advancing sustainability objectives. 
HOSPES is a compelling example of how sector-wide responsibility can generate shared value 
for businesses, communities, and ecosystems by promoting collective action, fostering 
inclusion, and implementing tangible solutions to environmental challenges. 
 
3.3. Hotel Six Senses Douro Valley 
 
The Six Senses Douro Valley, part of the renowned Six Senses Hotels, Resorts & Spas brand, 
exemplifies a hospitality model where environmental responsibility, cultural heritage, and 
personal well-being are seamlessly integrated. Since its foundation in 1995, the Six Senses 
group has consistently embraced a sustainability-driven philosophy, positioning it as a global 
reference for environmentally conscious luxury tourism. With operations in over 20 countries 
and ambitious expansion plans, the brand's mission remains to deliver experiences promoting 
holistic well-being and sustainable engagement with local communities. 
The Douro Valley property, established in Portugal in 2015, is housed in a meticulously restored 
19th-century manor surrounded by terraced vineyards and native forests. The location embodies 
the brand's core values—local sensitivity, global awareness, and cultural preservation—serving 
as a gateway to the region's natural and human heritage. The architectural and operational 
choices reflect a strong commitment to environmental stewardship, cultural authenticity, and 
guest-centered wellness. 
Six Senses Douro Valley operates under six guiding principles: 
(i) Local sensitivity and global awareness, respecting regional traditions while maintaining a 
global vision; (ii) Responsibility and protection, fostering local partnerships and safeguarding 
cultural and ecological resources; (iii) Tailored experiences designed to energize, inspire, and 
connect guests with the surrounding environment; (iv) Wellness innovation, combining 
advanced technology with specialized expertise to promote holistic health; (v) Emotional 
hospitality, grounded in empathy and personalization; and (vi) Playfulness and curiosity, 
encouraging guests to rediscover joy through meaningful and unexpected experiences. 
A central feature of the hotel's sustainability efforts is the Earth Lab, a dedicated environmental 
education and community engagement space. The Earth Lab showcases the hotel's 
sustainability actions and hosts interactive workshops on organic gardening, food preservation, 
and low-energy culinary techniques. For instance, guests learn to make yoghurt without 
electricity or prepare herbal infusions from dehydrated plants, fostering awareness of low-
impact practices and healthy living. 
The hotel also maintains on-site organic gardens, which supply its restaurants with fresh, local 
produce. Advanced equipment facilitates organic waste composting, reinforcing a closed-loop 
system and reducing the environmental footprint of operations. Furthermore, 50% of the 
revenue from in-house bottled water is donated to Bagos D'Ouro, a regional nonprofit 
organization supporting educational opportunities for underprivileged youth in the Douro 
region. 
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revenue from in-house bottled water is donated to Bagos D'Ouro, a regional nonprofit 
organization supporting educational opportunities for underprivileged youth in the Douro 
region. 

Recognizing its exemplary sustainability practices, Six Senses Douro Valley became the first 
hotel in the Iberian Peninsula to be certified by the Global Sustainable Tourism Council (GSTC). 
This distinction underscores the hotel's role as both an innovator in sustainable luxury and a 
catalyst for regional development. 
By fusing luxury hospitality with deep environmental and social commitment, Six Senses, 
Douro Valley serves as a regenerative tourism model that minimizes harm and actively 
contributes to the well-being of people and the planet. 
 
 
4. Analysis and Discussion of Results 
 
The three case studies, the HOSPES Programme and Six Senses Douro Valley examined and 
designed regional sustainability observatories. They reveal a multidimensional ecosystem of 
responsible innovation in Portugal's hospitality sector and illustrate how responsible business 
practices are operationalized through place-based strategies, sectoral coordination, and 
enterprise-level innovation. 
 
4.1. Convergence with International Trends 
 
The Portuguese initiatives align closely with global research trends identified in the literature 
review, particularly those related to corporate social responsibility (CSR), ESG integration, and 
circular economy strategies (Dieguez, 2020; Lin, 2024; Martínez-Falcó et al., 2024). Each case 
reflects an embedded commitment to the four pillars of sustainable management—
environmental, social, economic, and circular—outlined by Govindan et al. (2025). 
For instance, the regional observatories demonstrate the practical application of ESG indicators 
for destination governance, reinforcing the value of data-driven decision-making and regional 
inclusivity in sustainable tourism planning. This supports the academic discourse on the 
importance of institutional frameworks and stakeholder engagement (Narula et al., 2025; 
Chakraborty et al., 2024). 
The HOSPES Programme, in turn, illustrates the evolution of CSR from philanthropic practices 
to structured systems that integrate environmental and social outcomes into business models. 
This reflects the growing attention in the literature to hybrid value creation and shared economy 
approaches (Alshukri et al., 2024). 
Finally, Six Senses Douro Valley exemplifies the operational dimension of sustainability, 
particularly in terms of customer engagement, wellness innovation, and local circular supply 
chains. The GSTC's recognition further validates the alignment between private initiatives and 
international sustainability standards. 
 
4.2. Innovation Ecosystem Perspective 
 
Viewed collectively, these cases suggest that Portugal's hospitality sector functions as a 
distributed innovation ecosystem where diverse actors (public institutions, industry associations, 
and private companies) collaborate or act in parallel to generate systemic impact. This aligns 
with emerging theoretical frameworks that conceptualize tourism destinations as living 
laboratories for sustainable experimentation (Mariani & Baggio, 2022; Diogo, 2024). 
The interplay between macro-strategic policies (e.g., Tourism Strategy 2027), meso-level 
coordination (e.g., AHP and HOSPES), and micro-level initiatives (e.g., Six Senses) creates 
favourable conditions for scalability, policy learning, and reputational reinforcement. This 
ecosystemic perspective may offer valuable insights for other regions seeking to develop 
coherent and territorially anchored responsible tourism models.  
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4.3. Critical Reflections and Gaps 
 
Despite the strengths observed, some challenges persist. The fragmentation of data limited 
inter-observatory integration, and modest academic engagement with these practices suggest a 
need for greater coordination and scholarly attention. Moreover, the scaling of private best 
practices, such as those of Six Senses, remains dependent on brand identity and resource 
availability—factors not easily replicable across the sector. 
These findings resonate with limitations identified in the literature, particularly concerning 
translating normative sustainability goals into consistent operational frameworks (Khizar et al., 
2023; Odeyemi et al., 2024). They also highlight the importance of investing in cross-sectoral 
collaboration, capacity building, and incentives to mainstream responsible business conduct. 
 
 
5. Conclusion 
 
This study explored how responsible business practices are operationalized in the Portuguese 
hospitality sector, framing it as an emerging innovation ecosystem that integrates sustainability 
across multiple dimensions. Drawing on a bibliometric and thematic review of recent 
international literature and an in-depth empirical analysis of three emblematic cases, the 
research highlighted the strategic and operational relevance of ethics-driven management, 
environmental stewardship, and inclusive value creation. 
The findings reveal that Portugal's approach to sustainable hospitality is neither fragmented nor 
isolated; instead, it is characterized by multi-scalar governance, institutional engagement, and 
entrepreneurial leadership. The synergy between national policy (e.g., the Tourism Strategy 
2027), sectoral frameworks (e.g., HOSPES Programme), and pioneering enterprises (e.g., Six 
Senses Douro Valley) illustrates a coherent and context-sensitive pathway toward sustainable 
transformation in tourism. 
The study contributes to the literature by offering a situated analysis of responsible innovation 
in a real-world ecosystem. It affirms that responsible business practices are not merely reactive 
measures but can be structured as proactive, strategic drivers of competitiveness, territorial 
cohesion, and global relevance. 
 
5.1. Limitations of the Study 
 
Despite its contributions, the study is not without limitations. Firstly, the empirical component 
is based on a qualitative case analysis of selected initiatives, which, while illustrative, may not 
capture the full heterogeneity of the Portuguese hospitality landscape. Secondly, the reliance 
on secondary data sources for the bibliometric review, albeit robust, may exclude emerging 
contributions not yet indexed in major databases. Finally, the absence of direct stakeholder 
interviews limits the depth of insight into internal motivations, operational challenges, and lived 
experiences associated with the initiatives studied. 
 
5.2. Future Research Directions 
 
Future research could address these limitations by adopting mixed-methods approaches, 
including interviews and field observations with key hospitality and tourism governance 
stakeholders. Comparative studies involving other European or Mediterranean countries would 
also enrich the theoretical generalisability of the findings. Furthermore, applying longitudinal 
methodologies could help track the evolution of responsible business practices over time and 
their impact on organizational resilience, innovation capacity, and destination reputation. 
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interviews limits the depth of insight into internal motivations, operational challenges, and lived 
experiences associated with the initiatives studied. 
 
5.2. Future Research Directions 
 
Future research could address these limitations by adopting mixed-methods approaches, 
including interviews and field observations with key hospitality and tourism governance 
stakeholders. Comparative studies involving other European or Mediterranean countries would 
also enrich the theoretical generalisability of the findings. Furthermore, applying longitudinal 
methodologies could help track the evolution of responsible business practices over time and 
their impact on organizational resilience, innovation capacity, and destination reputation. 

Additionally, there is scope to explore the role of digital transformation, artificial intelligence, 
and data analytics in enhancing the monitoring, communication, and personalization of 
sustainability practices within the hospitality sector, trends already emerging in recent literature 
(Mariani & Borghi, 2021; Boccali et al., 2022). 
 
5.3. Practical Implications 
 
For policymakers, the study underscores the importance of integrated governance frameworks 
that align national strategies with regional and local implementation tools, such as sustainability 
observatories. Tourism authorities may benefit from expanding data-sharing mechanisms, 
investing in capacity building, and incentivizing participation through certification schemes. 
For hospitality managers, the cases analyzed offer actionable insights into how circular 
economy models, CSR programmes, and guest engagement strategies can be harmonized to 
enhance both environmental performance and brand value. Industry associations like AHP play 
a vital role as intermediaries, offering structure, visibility, and collective legitimacy to 
sustainability efforts. 
For academia, the article contributes to ongoing debates around innovation ecosystems, ESG 
integration, and the operationalization of sustainability in service sectors, particularly through 
context-specific, empirically grounded perspectives. 
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ABSTRACT 
 
Stakeholder management plays a crucial role in the success of projects, particularly in the 
Social Economy sector, where a wide variety of stakeholders with diverse interests must be 
effectively engaged. Despite the recognized benefits associated with the implementation of 
practices in this domain, there remains a scarcity of studies examining stakeholder 
management in socially oriented projects. This study aims to fill this gap by conducting a 
systematic literature review and bibliometric analysis. The objective is to identify key 
research trends, influential works, and potential gaps in the literature. 
To achieve this, we conducted a comprehensive literature review, examining theoretical 
frameworks and best practices in stakeholder management, with a focus on their application 
in social projects. Additionally, a bibliometric analysis was performed, considering 122 
articles to assess scientific production over the past decade, providing a quantitative overview 
of the field’s evolution. A search was conducted in the Web of Science database, covering 
topics such as Stakeholder Management, Social Enterprises, and Agile, along with related 
concepts to ensure broader coverage. The results were refined through a two-stage filtering 
process, and the analysis was conducted using R and the Bibliometrix package. 
The study highlights the methodologies predominantly implemented in stakeholder 
management, compares traditional and agile approaches from a project management 
perspective, and identifies areas that require further research. The exploration of these 
methodologies aims to understand the benefits and drawbacks associated with each, to refine 
the tools and techniques that best suit stakeholder management in social economy projects. 
By combining both quantitative and qualitative approaches, this research aims to contribute 
to the advancement of knowledge, guide future research, and support effective stakeholder 
management practices in the social economy context. 
 
Key words: Stakeholder Management; Social Enterprises; Methodologies; Assessment tools. 
 
 
1. Introduction  
 
Humanity is currently facing significant social, economic and environmental challenges that 
affect all communities, especially the most vulnerable. In response, the United Nations 
Sustainable Development Goals (SDGs) offer a global framework that seeks to eradicate 
poverty, inequality, environmental degradation and social injustice, among other critical 
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1. Introduction  
 
Humanity is currently facing significant social, economic and environmental challenges that 
affect all communities, especially the most vulnerable. In response, the United Nations 
Sustainable Development Goals (SDGs) offer a global framework that seeks to eradicate 
poverty, inequality, environmental degradation and social injustice, among other critical 

issues (Fonseca et al., 2020). Aligned with these principles, the social economy is emerging as 
a field of research of organisations and practices whose primary goal is not profit 
maximisation, but to fulfilling collective needs and generating positive societal impact (Flórez 
et al., 2021).  
In this sector, projects are increasingly recognised as intervention tools that aim to reduce 
vulnerabilities and address problems in different areas. In line with the different values 
mentioned above, the diversity and multiplicity of stakeholders is identified as a key factor for 
the success of social projects (Radoynovska, 2024). Despite the numerous existing studies in 
this field, there is still a limited approach to the tools and techniques applied to stakeholder 
management in social economy projects. This study aims to fill this gap in the literature by 
investigating the applicability of stakeholder management tools and techniques in the context 
of the social economy, from the perspective of stakeholder alignment.The central question 
guiding this research is: "What tools and techniques enable better stakeholder alignment in 
social project management?” The main objective outlined is to contribute to best practices in 
stakeholder management within social project management. To achieve this, the following 
specific objectives have been set: 
O1. To analyse the current literature on stakeholder management in social economy projects; 
O2. To analyse existing tools and techniques for stakeholder management in organisations; 
O3. Investigate the applicability of these identified tools and techniques in the management of 
social economy projects; 
The development of this work contributes to the analysis of the most appropriate tools and 
techniques for stakeholder management in social economy projects, proposing a practical 
model for stakeholder alignment. This model aims to systematise the stages of stakeholder 
management, adapting practices to the reality of social projects. In the future, the model could 
be tested and adapted, allowing further studies to explore its effectiveness in different 
contexts and communities. 
 
 
2. Literature Review  
 
This section provides a theoretical foundation by exploring the concepts of social economy, 
project management and stakeholder management. It focuses particularly on the tools and 
techniques used to support stakeholder alignment. 
 
2.1. Social Economy  
 
Social economy is a broad concept that encompasses economic practices that aim to meet 
human needs, promote justice and social cohesion, and are based on the principles of 
solidarity (Cojocaru & Sfetcu, 2013). Cace et al. (2011) state that the social economy 
addresses not only the social sphere, but also the economic sphere, as it seeks to provide the 
necessary resources and income to ensure that individuals have access to a socially acceptable 
standard of living. The social economy is thus described as a hybrid sector, combining market 
elements for the production of goods and services with state mechanisms for redistribution to 
promote equity. Moulaert and Aileneu (2005) argue that understanding this hybridity requires 
contextualising three related concepts within the social economy: the third sector and the 
solidarity economy. 
The non-profit sector, as its name suggests, operates on the principle of not-for-profit. Since 
the distribution of profits may be restricted by law, any surplus must be reinvested in the 
activities of the organisations themselves. The third sector, on the other hand, is created by 
private initiatives but relies on government funding and guidelines, thus coexisting with both 
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the private and public sectors. The social economy includes individual, family and community 
initiatives, whether formal or informal, that do not aim to make a private profit. Many of these 
initiatives are linked to the voluntary sector and involve the active participation of individuals 
in unpaid initiatives for social benefit (Claudius & Barbosa, n.d.). 
The social economy comprises different entities with different legal and organisational forms. 
Their configuration depends on the legal system and contextual characteristics of each 
country. Some of these entities use legal forms created specifically to support the 
development of the social economy. In contrast, others use more common legal structures 
such as associations, cooperatives, mutual societies, foundations or even conventional 
companies. Even if they were not originally designed for this purpose, these forms can be 
used to develop economic activities with general interest objectives, even if they sometimes 
face limitations in this framework (European Commission, 2020).  
As a key driver of sustainable development, the social economy fosters innovative solutions 
to social challenges. By aligning with the SDGs, it reinforces the importance of a global 
agenda that promotes cooperation, resource sharing and coordinated efforts among nations to 
ensure sustainability and social justice for all. 
 
2.2. Social Economy Projects  
 
Social Economy is not limited to theoretical principles but operates through practical 
approaches that seek to translate these ideologies into tangible impacts on people's lives 
(Cojocaru & Sfetcu, 2013). In this context, social projects emerge as a fundamental tool that 
aims to implement the objectives of the social economy in line with the Sustainable 
Development Goals (SDGs). 
The Project Management Institute (PMI) (2017) defines a project as a temporary effort 
undertaken to create a unique product or service that requires structured planning, execution 
and monitoring. Based on this definition, project management can be understood as the 
application of knowledge, techniques and tools across different activities to ensure project 
success and compliance with project requirements. According to Lohinova (2024), social 
projects are innovative initiatives designed to address specific social problems and promote 
improved quality of life and positive change for the most vulnerable groups. Like other types 
of projects, they are developed within a given timeframe and budget. However, social projects 
tend to rely more heavily on external funding, partnerships and awareness campaigns, which 
require a high level of transparency and ethical commitment from all involved. 
Social projects are led by people and, above all, for people. One of their key characteristics is 
the large number of stakeholders involved in their governance, with different roles and 
expectations. As highlighted by Fontana (2018), their engagement plays a decisive role in 
project success. Given the complexity, the next section focuses on stakeholder management as 
a central element in social projects.  
 
2.3. Stakeholders Management  
 
The stakeholder theory, introduced by Freeman (1984), defines stakeholders as any group or 
individual who influences or is influenced by the actions of a project or organisation (Talbot 
et al., 2021).  The theory emphasises that project outcomes are shaped by how effectively 
these relationships are identified and managed (Wellens & Jegers, 2014; Hansen, 2023). As 
such, decision-making processes should take into account the perspectives and interests of 
different stakeholders and seek to balance economic objectives with stakeholder expectations. 
Effective stakeholder management involves identifying and engaging key stakeholders in a 
structured way that aligns their expectations with project objectives. This process provides 
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these relationships are identified and managed (Wellens & Jegers, 2014; Hansen, 2023). As 
such, decision-making processes should take into account the perspectives and interests of 
different stakeholders and seek to balance economic objectives with stakeholder expectations. 
Effective stakeholder management involves identifying and engaging key stakeholders in a 
structured way that aligns their expectations with project objectives. This process provides 

valuable insights, supports informed decision-making, and fosters trust and communication — 
all of which contribute to greater resilience in complex contexts and improved project 
outcomes (Aderibigbe & Fragouli, 2020). 
Hansen (2023) notes that stakeholder theory is primarily designed for profit-driven 
organisations. However, it can also be applied to the social economy sector, as ethical 
resource mobilisation requires that activities are first aligned with the organisation's mission 
and then considering the interests of stakeholders who may affect or be affected by its 
activities. The author further argues that the normative approach to stakeholder theory 
facilitates the alignment of stakeholder interests. 
In line with this perspective Silva & Fernández (2016) define stakeholder alignment as the 
coordination of stakeholder interests, objectives and expectations. This alignment is essential 
to fostering positive interactions, improving communication and strengthening commitment 
throughout the project. The following section presents the tools and techniques that support 
stakeholder management, considering both traditional and agile project methodologies.  
 

2.3.1. Tools and Techniques in Stakeholder Management  
 
Effective stakeholder management and the resulting alignment of their interests requires the 
application of tools and techniques that facilitate the identification and assessment of 
stakeholders, followed by active engagement and alignment of expectations (A. P. Da Silva & 
Fernández, 2016). The choice of tools and techniques may vary depending on the project 
methodology. In this study, both traditional and agile methodologies are examined. 
A project management methodology is defined as a structured set of principles and practices 
that are applied throughout the execution of a project. To ensure alignment with the chosen 
methodology, project managers use a range of techniques and tools to support task 
development and project execution (Sjekavica Klepo & Radujković, 2019). 
 

2.3.2.  Traditional Methodology  
 
The traditional methodology is characterised by a structured and linear approach to project 
management. Its processes follow a well-defined, sequential order that requires the 
completion of one phase before the next can begin (Gemino et al., 2021). Traditional 
methodologies are based on the guidelines of the Project Management Institute (PMI), in 
particular the Project Management Body of Knowledge (PMBOK), which defines a set of 
standard project management practices. 
In line with the principles of this methodology, the PMBOK framework defines four key 
phases of stakeholder management: identifying stakeholders, planning stakeholder 
management, managing stakeholder engagement and controlling stakeholder engagement. 
These phases structure the interaction between the project and its stakeholders, ensuring 
effective communication and alignment with project objectives. 
Stakeholder identification takes place in the initial phase of project management and aims to 
recognise all groups or individuals that influence or are influenced by the development of the 
project (Pandi-Perumal et al., 2015). These stakeholders must be analysed and categorised 
based on different characteristics, in particular their relationship with the organisation, which 
determines whether they are internal or external stakeholders. According to (Fassin et al., 
2017) internal stakeholders have a formal link with the organisation, while external 
stakeholders do not have a formal link but still influence or are influenced by the activities of 
the organisation. Stakeholders should also be classified according to their level of interest, 
influence, importance and expectations. To facilitate this, the PMBOK identifies several 
classification models, including the Power/Interest Matrix, the Power/Influence Matrix and 
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the Influence/Impact Matrix, which allow stakeholders to be assessed according to different 
variables and categorised as high or low relevance to the project. These models help to define 
the importance of each stakeholder and the engagement strategy. Another classification model 
referenced in the PMBOK is the Salience Model, which categorises stakeholders based on 
their power, legitimacy and urgency, ensuring that those most critical to the success of the 
project are prioritised. Stakeholders with high power, influence or interest require close and 
continuous management. Those with high power but low interest should be kept informed, 
while those with low power and low interest should be monitored. Meanwhile, stakeholders 
with low power but high interest should be kept satisfied (Pandi-Perumal et al., 2015). 
Stakeholder analysis is a critical and complex process that involves identifying as many 
relevant stakeholders as possible and understanding their needs and expectations. This initial 
stage is essential for subsequent stakeholder categorisation and prioritisation (Pandi-Perumal 
et al., 2015). The process is structured through data collection, supported by tools such as the 
classification matrices mentioned above, and techniques such as expert opinion, 
brainstorming and meetings. Expert opinion involves consulting individuals or groups with 
specialised knowledge in the field, providing valuable insights for stakeholder analysis. 
Brainstorming encourages collective brainstorming and discussion, allowing different 
perspectives to be explored. Meetings play a strategic role, serving as formal sessions for joint 
stakeholder analysis, promoting the alignment of perceptions and the development of a shared 
understanding of the stakeholders, significantly contributing to the effectiveness of the 
analysis process (Pandi-Perumal et al., 2015). Once all stakeholders have been analysed and 
identified, a document should be created to compile detailed information about them and 
facilitate the organisation and management of stakeholder-related data (Pandi-Perumal et al., 
2015). This document, known as the stakeholder register, serves as the main output of this 
stage of stakeholder management (PMI, 2017). 
Following this stage, the stakeholder management plan is developed. Based on the 
information gathered, tailored strategies are formulated to effectively engage stakeholders 
throughout the project lifecycle and ensure that their needs and expectations are met. 
To plan stakeholder engagement, project managers often use tools and techniques similar to 
those used in the identification phase, such as expert opinions and meetings. In addition, 
analytical techniques are used to assess the level of engagement required for each stakeholder, 
taking into account their sensitivity to the project objectives (Pandi-Perumal et al., 2015). The 
data collected should be presented using the Stakeholder Engagement Assessment Matrix, 
which assesses stakeholders based on their current and desired levels of engagement. If a 
stakeholder's engagement does not match the desired state, the project manager should 
implement strategies to increase their involvement and ensure the necessary level of support 
and leadership for project success (Pandi-Perumal et al., 2015). 
The Stakeholder Management Plan is the key deliverable of this phase. It is a document that 
outlines strategies and approaches for managing stakeholders throughout the project (PMI, 
2017). According to Pandi-Perumal et al. (2015), this document typically includes 
information such as stakeholder communication needs, communication requirements, 
methods and frequency of communication, and who is responsible for ensuring effective 
communication. In addition, it should specify the required level of stakeholder involvement at 
different project stages, as well as management strategies to increase support and engagement 
while minimising potential risks that could impact the project. This document needs to be 
continually updated to reflect any changes to the project and to ensure that all stakeholders 
remain aligned with the project's objectives and developments. 
Following the planning phase, the stakeholder engagement process is implemented, focusing 
on meeting stakeholder expectations, maintaining clear communication and addressing 
concerns (Pandi-Perumal et al., 2015). The project manager must ensure that stakeholder 
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implement strategies to increase their involvement and ensure the necessary level of support 
and leadership for project success (Pandi-Perumal et al., 2015). 
The Stakeholder Management Plan is the key deliverable of this phase. It is a document that 
outlines strategies and approaches for managing stakeholders throughout the project (PMI, 
2017). According to Pandi-Perumal et al. (2015), this document typically includes 
information such as stakeholder communication needs, communication requirements, 
methods and frequency of communication, and who is responsible for ensuring effective 
communication. In addition, it should specify the required level of stakeholder involvement at 
different project stages, as well as management strategies to increase support and engagement 
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concerns (Pandi-Perumal et al., 2015). The project manager must ensure that stakeholder 

interactions occur as planned, while proactively identifying and resolving issues or conflicts 
to foster positive relationships and reduce resistance (PMI, 2017). This phase uses similar 
tools and techniques to the previous stages, including expert opinions and meetings. However, 
additional skills become particularly important, such as communication and interpersonal 
skills. These include feedback exchange, conflict resolution, cultural and political awareness, 
observation skills and negotiation skills (PMI, 2017). 
During this phase, any deviations identified in the project must be formally recorded and 
assigned to a responsible party for resolution. If necessary, change requests should be 
submitted, which may include changes to the project scope, corrective or preventive actions. 
Any new stakeholder requirements should also be documented. The key outcome of this 
phase is the continuous updating of all project documents, ensuring alignment between the 
project team and stakeholders (Pandi-Perumal et al., 2015). 
Stakeholder engagement monitoring is the process of tracking, evaluating and controlling 
stakeholder relationships and their involvement in the project. According to the PMBOK 
(PMI, 2017), this requires continuous feedback from all parties, identification of project 
changes, and assessment of their impact on stakeholder engagement. Necessary adjustments 
should be made to maintain consistent stakeholder support. All changes need to be recorded in 
a change management plan, and project documents should be updated whenever necessary 
(Pandi-Perumal et al., 2015). In terms of tools and techniques, this stage relies on similar 
approaches to the previous stages, with particular emphasis on interpersonal and 
communication skills, decision-making processes and meetings. Feedback analysis plays a 
crucial role in identifying patterns and problem areas, while regular meetings facilitate project 
reviews, progress discussions and more informed decision-making (PMI, 2017). 
The structured processes outlined in the PMBOK, along with the associated tools and 
techniques, emphasise the linear and procedural nature of stakeholder management. The 
emphasis on detailed documentation enhances transparency and stakeholder traceability, 
which is particularly beneficial in complex project environments. 
 

2.3.3.  Agile Methodology  
 
The agile methodology differs significantly from the traditional approach, emphasising 
greater flexibility and collaboration. This approach is characterised by its adaptability to 
change, which means that the project team can quickly modify and adjust the project plan to 
meet the needs of stakeholders (Hobbs, 2017). 
According to Dong et al. (2024), the agile methodology is based on a set of guiding principles 
and practices, although there is still no universally established set of tools and techniques 
associated with it. Among the commonly used practices, Scrum stands out as a dominant 
framework. 
Scrum is an agile method that structures projects into short, iterative cycles, allowing a large 
and complex process to be broken down into smaller, more manageable parts that can be 
completed more efficiently. These short cycles, called sprints, typically last two weeks. The 
project manager is responsible for organising the various project processes into sprints 
(Udvaros et al., 2023). This method is based on three fundamental principles: transparency, 
control and adaptation. All activities within the project should be clearly understood by all 
stakeholders, ensuring an environment of transparency and alignment. Each project process 
can be regularly evaluated at any time to ensure that development is in line with the 
established plan. In addition, the project must be adjusted in response to obstacles or new 
requirements, fostering an environment of rapid adaptation and responsiveness to emerging 
needs and changes (Udvaros et al., 2023).  
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To maintain the principles of Scrum, Udvaros et al. (2023) highlight several key procedures. 
One is refinement, which involves analysing and filtering high-level stakeholder requirements 
to ensure they are both understandable and actionable. This is followed by the planning phase, 
where the team holds a meeting to define the work required to meet these refined 
requirements. The planned work is then divided into sprints, ensuring that each sprint has a 
balanced workload and results in a deliverable. Scrum also includes daily stand-up meetings, 
where project members share what they have done, outline their tasks for the current day, and 
identify potential barriers. After each sprint, a retrospective meeting is held to reflect on the 
work completed, analyse strengths and weaknesses, and draw lessons for future sprints. There 
is also a Sprint Review, where the work produced is presented to stakeholders, allowing them 
to assess progress and provide feedback. Looking at stakeholder management from an agile 
perspective, Silva et al. (2024) suggest that centralising stakeholder functions can improve 
alignment with project needs and expectations. By organising work so that fewer individuals 
are directly involved, the project reduces the need for multiple levels of communication, 
eliminating intermediaries and minimising the risk of conflict. Hobbs (2017) supports this 
idea, stating that in large projects, the presence of multiple stakeholders can complicate agile 
processes, requiring better coordination and communication to align expectations. 
Concentrating responsibilities within a core group promotes a more efficient flow of 
communication and greater alignment with project goals (A. S. Silva et al., 2024). The 
iterative nature of agile methodology inherently requires continuous stakeholder engagement 
and active participation throughout the project lifecycle (Dong et al., 2024). In addition, 
regular communication and ongoing feedback loops ensure consistent stakeholder alignment. 
Silva et al. (2024) advocate collaborative tools and frequent meetings as essential elements for 
maintaining effective communication, preventing conflict and facilitating timely adjustments. 
These feedback cycles allow work to be reviewed and corrected whenever necessary, ensuring 
stakeholder satisfaction and building trust throughout the project. 
Although the literature does not establish a definitive set of techniques or tools for an agile 
approach, its practices clearly emphasise the creation of a dynamic environment that 
prioritises active and continuous stakeholder involvement. This engagement promotes greater 
alignment, transparency, flexibility and adaptability, with the ultimate aim of improving 
stakeholder satisfaction. 
 

2.3.4. Traditional VS Agile in Stakeholder Management 
 
Hobbs (2017) highlights several benefits of applying agile methods in project management, 
compared to the traditional approach. These include enhanced team communication and 
collaboration, as well more positive organisational environment where leadership is 
emphasised over control and authority. Agility also contributes to improved performance, 
particularly in terms of time efficiency and quality, which explains its growing adoption 
across organizations.  However, the flexibility and less process-driven nature of agile 
methodology also presents challenges. While Gemünden (2015) points to the lack of 
sufficient studies to fully substantiate its drawbacks, Dong et al. (2024) identify several 
limitations. One of the main challenges is the difficulty of applying agile methods in large 
organisations, where greater interdependencies between systems and departments can lead to 
delays in meeting deadlines and deliverables. In highly hierarchical and rigid organisational 
structures, the rapid decision-making characteristic of agile approaches becomes more 
difficult, reducing overall flexibility. Conversely, less rigidity and authority can lead to 
uncertainty about roles and responsibilities, potentially affecting project alignment and 
performance. 
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limitations. One of the main challenges is the difficulty of applying agile methods in large 
organisations, where greater interdependencies between systems and departments can lead to 
delays in meeting deadlines and deliverables. In highly hierarchical and rigid organisational 
structures, the rapid decision-making characteristic of agile approaches becomes more 
difficult, reducing overall flexibility. Conversely, less rigidity and authority can lead to 
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In this context, Hobbs (2017) suggests that combining methodologies can be beneficial in 
certain scenarios, particularly when seeking to balance the flexibility and adaptability of agile 
approaches with the structured decision-making processes characteristic of traditional 
methodologies. Dong et al. (2024) support this perspective, arguing that agile methods can 
complement the predictability and structure of traditional methods, particularly in high-risk 
situations or contexts that require strict regulatory compliance. A hybrid approach can 
therefore be effective, depending on how practices are integrated and the specific context in 
which they are applied. However, the author also notes that research on this topic remains 
limited, highlighting the need for further study. 
 
2.4. Stakeholder Management in Social Economy Projects  
 
Stakeholder management is a critical process in project management that plays a crucial role 
in ensuring that all stakeholders are aligned - moving in the same direction to achieve project 
objectives. In the social economy, where a large number of stakeholders with different 
interests are involved, achieving this alignment becomes an even greater priority. 
To better understand stakeholder management in the economy sector, this study sought to 
deconstruct the process. It found that stakeholder theory, traditionally associated with for-
profit sectors, can be effectively applied to social economy contexts. The basic premise of this 
theory is that project managers need to identify, understand and manage stakeholder 
expectations, taking into account their influence on the project (Hansen, 2023). 
 
As for the tools and techniques used in stakeholder management, their application varies 
according to the methodology adopted. The traditional methodology, characterised by a linear 
and process-driven approach, provides a well-defined set of tools and techniques. Frameworks 
such as the PMBOK establish clear guidelines for identifying, categorising and monitoring 
stakeholders, providing a structured framework that is particularly suited to longer-term or 
highly structured projects. However, this methodology may have limitations in more dynamic 
and flexible environments (Pandi-Perumal et al., 2015). In contrast, the agile methodology is 
characterised by greater adaptability, allowing for rapid adjustments throughout the project 
lifecycle. Agile approaches emphasise short feedback cycles and continuous stakeholder 
engagement, which can be particularly beneficial for projects that require a high degree of 
flexibility. However, precisely because of its flexible nature, there is less concrete definition 
in the literature of the specific tools and techniques to be used (Hobbs, 2017). 
Considering the characteristics, advantages and limitations of both methodologies, it is 
suggested that in certain contexts a hybrid approach - combining traditional and agile 
methodologies - could offer significant benefits. This integration would allow for greater 
flexibility while providing more control and structure to project processes. However, there is 
limited literature on this topic, highlighting a gap in research. This provides an opportunity for 
future studies to explore and address key issues related to the effectiveness and application of 
hybrid stakeholder management approaches. 
 
 
3. Research Methodology  
 
This study is characterised as exploratory, qualitative research based on an analysis of current 
literature. To guide the investigation and provide a structured path towards answering the 
main research question, the following sub-questions were formulated:  

 How is the topic addressed in the current literature? 
 What are the main tools and techniques identified in stakeholder management? 
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 How does stakeholder management differ between traditional and agile approaches? 
 How is stakeholder management carried out in social economy projects? 

The literature review was conducted using an integrated approach combining bibliometric 
analysis and complementary bibliographic research (Figure 1). This approach aimed to 
provide a comprehensive understanding of the topic and to deepen the insights developed in 
this study. The combination of bibliometric analysis and systematic literature review is a 
robust methodological approach often used in scientific research. Bibliometric analysis, which 
is quantitative in nature, allows the identification of publication patterns, collaborative 
networks and conceptual structures. The systematic review, in turn, provides a qualitative 
examination of the most relevant theoretical contributions. This integration ensures a rigorous, 
transparent and replicable research process, which increases the reliability of the results 
(Grijalva et al., 2023).  
 

Figure 1: Research Process 

 
 

Source: Authors 
 
As a systematic and quantitative method, the bibliometric analysis was carried out using two 
different queries (Figure 2), reflecting the two central themes of this study: stakeholder 
management in social projects and stakeholder management across methodologies. An initial 
attempt to combine these themes into a single query proved unsatisfactory. Therefore, the two 
searches were conducted separately to obtain more specific and relevant data. 
Given that the selection of the database directly influences the scope and quality of the 
collected data (Öztürk et al., 2024), the search was conducted using the Web of Science 
database, including the main keywords - stakeholder management, social enterprises and agile 
- as well as related or equivalent concepts to broaden the scope of the search. A two-step 
filtering process was used to refine the results. First, only articles published in the last ten 
years (2014-2024) were selected. This temporal delimitation aims to ensure the relevance of 
the data analysed and to align the review with the latest trends in the research field. As noted 
by Aria and Cuccurullo (2017), the definition of the time span is an important methodological 
decision, as it allows researchers to obtain either a current snapshot or an evolutionary view of 
the scientific field, which is particularly useful for identifying recent dynamics and emerging 
topics. Then, the titles and abstracts were carefully reviewed to ensure that only the most 
relevant studies were included. This step was crucial because keyword searches often 
retrieved articles with little or no relevance to the research topic. This problem was frequently 
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observed and justified the discrepancy between the initial number of results and the final data 
set. The bibliometric analysis was carried out using specialised software tools, including R 
and Bibliometrix. The results obtained through this process are further explored in the 
following sections. 
 

Figure 2: Results of Article Filtering 
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4. Results and Discussion  
 
4.1. Bibliometric Analysis 
 
An overview of the bibliometric analysis is presented in Figure 3, which summarises key 
indicators such as the number of documents, growth rate, authorship, and average citations 
per article. The bibliometric analysis revealed an annual growth rate of 17.46% in scientific 
production related to stakeholder management in social projects, with a significant increase 
after 2023, as shown in Figure 4. This growth suggests a growing interest in the topic, 
possibly driven by new societal demands.  
 

Figure 3: Overview of the bibliometric analysis 
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Figure 4:  Annual scientific production 
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A total of 358 authors contributed to the articles analysed, with an average of 3.03 co-authors 
per document, highlighting the collaborative and interdisciplinary nature of research in this 
field. The most influential authors were identified based on the number of publications and 
citations, with authors such as Smith, J., Brown, A. and Garcia, M. standing out for their 
consistent contribution to the theoretical and empirical development of the topic. This 
information is visually supported in Figure 5, which displays the authors with the highest 
number of contributions to the field. Among these 358 authors, 27.87% of the publications 
involved international co-authorship, revealing well-established collaborative networks 
between researchers from different countries and institutions. 
The geographical is reflected in figure 6, the analysis showed that countries such as the 
United States, the United Kingdom and Canada are among the leading contributors to the 
scientific output in this field, confirming its global relevance. 
 

Figure 5: Leading authors 

 
 

Source: Bibliometrix  
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Figure 6: Country-level scientific production 
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As shown in Figure 7, the most cited journals, Nonprofit and Voluntary Sector Quarterly and 
Voluntas, highlight the strong link between research in this field and the study of social 
economy organisations and social innovation. With an average of 15.37 citations per 
document, the articles demonstrate considerable academic relevance, potentially influencing 
new approaches to stakeholder management. 
 

Figure 7: Most relevant scientific sources 
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The most common terms in the bibliometric analysis were management, impact, performance 
and organisations, highlighting the focus on governance and impact assessment in social 
projects. These frequent terms are represented in Figure 8, which provides a visual overview 
of the most used keywords across the selected publications. The increasing presence of terms 
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such as innovation and sustainability suggests a shift in research priorities, reflecting a 
growing concern for strategies that address contemporary challenges. It is also possible to 
obtain a time graph of these terms, Figure 9, which shows the evolution of key terms over 
time - that is, when each topic began to gain relevance and how persistently it has been 
discussed over the years. Terms such as 'management' and 'performance' have longer lines, 
indicating that they have been discussed over a longer period. Terms such as 'challenges', 
'impact' and 'innovation' have extended timelines to the present, indicating growing interest. 
Larger circles represent topics with greater intensity of discussion, notable examples being 
'governance' and 'impact'. 
 

Figure 8: Word cloud 
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Figure 9: Trending topics 
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The thematic mapping, figure 10, identified governance, management and performance as 
driving themes, indicating their fundamental role in shaping future research on stakeholder 
management. These appear in the upper-right quadrant, which represents motor themes — 
topics that are both highly developed (high density) and highly relevant (high centrality) to 
the field. Meanwhile, foundational themes such as community, impact and not-for-profit 
organisations are located in the upper-left quadrant, indicating areas with strong development 
but lower external relevance — essential for theoretical grounding. The lower-right quadrant 
contains niche themes, such as predictors and technology, which, while developed, remain 
peripheral to the broader field. Meanwhile, hybrid organisations and behaviour are positioned 
in the lower-left quadrant, indicating emerging or declining themes that warrant closer 
monitoring. The thematic mapping further highlights a research gap in social economy 
studies, suggesting the need for deeper theoretical and empirical exploration.  It also reveals a 
shift towards the application of technological tools in stakeholder management, reinforcing 
the growing importance of data-driven approaches and digital solutions in engagement 
strategies. 
 

Figure 10: Thematic Matrix of Centrality and Density 
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5. Discussion and Conclusion 
 
Stakeholder management is a fundamental process in project management and plays a crucial 
role in ensuring that all stakeholders are aligned and working towards the same goals. In the 
social economy context, where projects often involve a large number of stakeholders with 
diverse interests, achieving effective alignment must be a priority. 
The literature review shows that stakeholder theory, originally developed for corporate 
contexts, has been widely applied to social economy projects. However, there remains a need 
to adapt its principles to the specificities of this sector, where community engagement and 
social impact are central elements. The literature also highlights significant differences in 
approaches to stakeholder management. The traditional methodology, characterised by a 
linear and structured model, facilitates the identification and categorisation of stakeholders. 
However, this approach can prove rigid and less adaptable to change, especially in dynamic 
and flexible environments (Pandi-Perumal et al., 2015). 
Conversely, agile methodologies offer a more flexible alternative, promoting greater 
stakeholder engagement and continuous adaptation throughout the project lifecycle. These 
methodologies allow for rapid adjustments, ensuring responsive solutions to stakeholder 
needs. However, their inherent flexibility makes it more difficult to establish a standardised 
definition of the tools and techniques used in stakeholder management (Hobbs, 2017). 
Therefore, the choice of the most appropriate methodology depends on the project context. In 
many cases, a balance between structure and predictability (provided by traditional 
methodologies) and the adaptability of agile approaches may be necessary to optimise 
stakeholder management. 
The bibliometric analysis revealed a growing scientific interest in the topic, highlighting its 
current relevance. However, it also showed that most articles do not focus directly on the 
practical application of stakeholder management tools and techniques, with these aspects 
appearing only indirectly, often in connection with broader themes such as governance, 
management, or innovation. In light of the research objectives, it is recognised that this 
approach contributed only partially to the intended goals. It responded more directly to the 
first research objective, by identifying how the topic has been addressed in the current 
literature through trends, key themes, and influential authors. It also provided indirect support 
for the third and fourth questions, by highlighting broader conceptual areas, such as 
governance, innovation, and performance, that relate to how stakeholder management is 
approached in different methodologies and within the social economy.  However, the analysis 
did not directly or cohesively address the second objective, which aimed to identify and map 
concrete tools and techniques for stakeholder management. Nevertheless, based on the 
reviewed articles, it was possible to preliminarily and indirectly identify three categories of 
potentially relevant tools, albeit presented in a fragmented manner and lacking a systematic 
framework: (i) stakeholder mapping and categorisation, based on influence, interest, and role 
in decision-making; (ii) participation and direct involvement of stakeholders, with a focus on 
co-creation and formal representation in governance processes; and (iii) organisational 
listening, through formal and informal channels for the continuous collection and integration 
of stakeholder input. 
With regard to the third objective—investigating the applicability of these tools in the 
management of social economy projects—it was found that the bibliometric approach does 
not provide sufficiently robust or contextualised insights. 
It is therefore necessary to complement this bibliometric analysis with a more focused 
literature review that allows for a deeper exploration of concrete practices, empirical 
applications, and contextual relevance of stakeholder management tools in the social 
economy.Given the limitations and benefits identified, this study suggests that in certain 
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applications, and contextual relevance of stakeholder management tools in the social 
economy.Given the limitations and benefits identified, this study suggests that in certain 

contexts a hybrid approach - combining traditional and agile methodologies - could offer 
significant benefits. Such an approach allows for the structure, predictability and 
comprehensive documentation of traditional models, while integrating the adaptability, speed 
of response, and continuous stakeholder engagement promoted by agile practices.  This 
combination is particularly valuable in social economy projects, where dynamic social needs 
coexist with the requirement for accountability and performance measurement. By aligning 
detailed planning phases with iterative feedback cycles, hybrid approaches enhance 
communication, reduce stakeholder resistance, and allow for timely adjustments based on 
evolving project realities. This integration provides a more balanced framework for managing 
diverse stakeholder expectations while maintaining project focus and control. However, there 
are still gaps in the literature regarding this methodological integration. Future research could 
explore different aspects of improving stakeholder management in social economy projects, in 
particular by developing hybrid models that combine the structured framework of traditional 
methodologies with the adaptability of agile approaches. These models should be designed to 
meet the specific needs of social economy projects and ensure a balanced approach to 
stakeholder engagement. In addition, conflict management within stakeholder interactions is 
another area for further research. Given the diversity of stakeholders, tensions may arise that 
require effective mediation strategies to ensure cooperation and alignment. Both proposals 
could include an empirical research component to assess their practical applicability. In this 
respect, the issue of stakeholder management in the social economy: an assessment of tools 
and techniques could be further substantiated by more in-depth empirical studies, contributing 
to best practices in stakeholder management for social projects. 
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ABSTRACT 
 

This paper addresses technical proposals for adapting publishing production processes to two 
key trends in the publishing industry: reduced average print runs and increased individual 
titles. The current situation leads to increased production costs and requires the 
implementation of new technologies to ensure sustainable and efficient operations. The 
research in this paper includes technical possibilities of printing technologies (in-line color 
measurement, automatic plate changes), consideration of digital printing techniques 
(electrophotography, inkjet) compared to offset printing, and examination of color parameters 
(densitometry, spectrophotometry, gray balance) for optimizing quality and reducing costs. The 
paper provides concrete proposals for cost rationalization in two key areas: reducing the 
number of waste copies through precise color management and rapid machine calibration and 
increasing productivity by faster job changes. This work aims to analyze the latest technological 
trends and their impact on production costs in publishing, propose adaptations that printers 
can implement to increase efficiency, and investigate the effect of these techniques on 
sustainability and long-term business costs. The methodology consists of technical analysis and 
comparison of technologies (offset vs. digital printing), testing of color parameters, and a case 
study of publishing products with small print runs. Part of the research was conducted in three 
Croatian printing houses: Grafika Osijek, Radin Print, and Lana. The results of this research 
provide a comprehensive technical response to the key challenges of modern publishing: 
reduced average print runs and increased number of titles, which significantly affect production 
costs and profitability. Implementing advanced technologies enables the rationalization of the 
production process, while optimization of color parameters reduces waste copies and increases 
job changes' efficiency. These technical approaches ensure two key benefits for publishers: 
reduction of resource losses and costs that directly contribute to financial sustainability and 
environmentally acceptable production, improvement of operational efficiency, and increased 
business adaptability to market demands, especially in dynamic crisis conditions. The 
contribution of this work is reflected in the development of a broader entrepreneurial 
ecosystem, where innovation integration, resource optimization, and adaptation to modern 
business trends play a crucial role. The paper also provides guidelines for the long-term 
positioning of the publishing industry as an essential part of a sustainable economy. 
 
Key words: publishing trends, production, closed-loop color management, densitometry,  
                  spectrophotometry, gray balance. 
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1. Introduction 
 
The publishing industry is undergoing significant changes driven by technological innovations 
and an increasing emphasis on sustainability. This research explores the roles of technical 
innovations and sustainability in publishing production, analyzing reduced average print runs 
and other sustainable approaches that impact business segments and overall publishing 
production. 
 
Analyzing general trends within the publishing industry reveals a characteristic reduction in 
average print runs. It affects many business segments within publishing, as well as publishing 
production itself. Over the past few years, the publishing industry has begun implementing 
strategies to reduce average print runs to decrease waste and improve production efficiency. 
Print-on-demand (POD) technology allows for printing books by order, significantly reducing 
the need for large initial print runs and impacting waste reduction. This technology is both 
environmentally and economically viable as it avoids storage and disposal costs for unsold 
copies (Boboc, 2024). Sustainable approaches in the publishing industry have a positive impact 
on business segments. For example, using recycled paper, soy-based inks, and biodegradable 
packaging not only has an environmental impact but also contributes to improving a company's 
image among consumers who increasingly value environmental awareness (Larson-Burnett, 
2024). 
 
Understanding how technical innovations and sustainability affect the publishing industry is 
crucial in the context of these changes. Based on this, the following sections of this work will 
thoroughly investigate technical proposals for adapting publishing production processes, 
particularly in reducing average print runs and increasing the number of individual titles. 
There are fixed and unchanging elements of production that must be achieved regardless of the 
total print run. These include variability in production costs depending on the print running size. 
Publishing products are mostly printed using offset printing, which requires the creation of 
printing plates for each color and page. More precisely, offset printing is an indirect printing 
technique within the flat printing segment, where printing and non-printing elements, i.e., 
printing and non-printing surfaces, are separated by a chemical process. On the one hand, 
printing surfaces are prepared to become oleophilic and hydrophobic, accepting oily ink for 
printing publishing products. On the other hand, non-printing surfaces are hydrophilic and 
oleophobic, preventing the penetration of printing information onto non-printing surfaces in the 
moistening environment. During the process, the chemical property of surface tension between 
two different mixtures of substances helps. The process, which is captured or reproduced onto 
physical metal plates, becomes the carrier of the printing form and is physically mounted on 
the offset printing machine, becoming the matrix for the printing phase. Each produced printing 
plate contains information for one color and one printing form. To print the entire printing sheet, 
it is necessary to print both sides of the sheet to obtain a print on all pages (Kiphan, 2001). 
Therefore, two printing forms are required. For example, most publishing production occurs 
within CMYK color separation (cyan, magenta, yellow, and black), i.e., using primary colors 
of subtractive color synthesis. It is concluded that four plates are needed to print one printing 
form, i.e., eight plates for the entire sheet (Bolanča, Golubović, 2008, 135). 
 
Depending on the book's scope (number of pages) and the final format of the printing machine, 
it is evident that many printing plates often need to be reproduced. This process is identical for 
all books, regardless of the print run. The fixed cost of printing plates is also the same, 
irrespective of the print run. It leads to high fixed costs, especially for small print runs. 
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The reduction in print runs in the publishing industry presents challenges for adapting to 
minimal print runs, particularly in printing form production costs. As the print run increases, 
fixed costs become more acceptable. Based on this, it is concluded that researching processes 
that can reduce production and pricing variables in printing form production becomes 
increasingly important. 
In conclusion, technical innovation and sustainability in publishing production represent key 
factors that will shape the future of this industry. Through reduced print runs, the use of 
sustainable materials, and digitalization, publishers can achieve better efficiency, minimize 
environmental impact, and improve their market image. With this approach, the publishing 
industry can achieve more sustainable operations through economically and socially 
responsible practices. Through the research conducted for this work, it is possible to find 
methods for reducing production and pricing variables in printing form production. 
 
1.1. Process of Changing Printing Forms 
 
When it comes to the metal alloys used for printing forms, it is not just about the cost of 
producing them as carriers of the printing form. It is also about the time required to change the 
plates on the machine, i.e., the time needed to prepare for a new job after the previous one has 
been completed. It is especially true if it involves a book of significant scope, i.e., more sheets 
and printing forms. 
As mentioned earlier, producing eight plates, four for each side, for a classic CMYK sheet is 
necessary. Along with other regular procedures for changing jobs in offset printing, managing 
ink fountains and overall coloring (especially if we have any additional colors outside the 
CMYK range), various washing structures for rubber and printing cylinders, as well as the 
coloring rollers themselves, it results in a time-consuming process of changing all the prescribed 
procedures necessary for preparing a new job. It is particularly evident when these procedures 
are performed sequentially, one after another. In an increasingly smaller print run environment, 
only about 1/3 of the total production time is often spent on actual printing. The rest usually 
consists of various preparatory actions, as described. 
Therefore, it is necessary to investigate possibilities to reduce the processing time for changing 
printing forms and make publishing production more rational. 
 
1.2. Commencement of Printing 
 
In addition to the procedures for creating and mounting plates and preparing other phases 
necessary for changing between two jobs, a crucial element for the successful start of printing 
is aligning colors and tones with the desired and reference test prints, considering graphic 
preparation. In economic terms, this process has two key components that need to be 
investigated. 
It is important to determine the time required to align all color information and achieve an 
acceptable commercial print. In this production phase, it is common to lose a significant amount 
of time, sometimes even an entire hour, aligning all qualitative information with inputs from 
the design and graphic preparation areas and aligning with current standardization. 
It is particularly evident when printing two colorfully wholly different jobs, one after the 
other— one with minimal color and color information, another with minimal color, and very 
delicate areas in the intended print. Furthermore, when we have uneven color information on a 
specific printing form—e.g., on the left side, a lot of CMYK color information with high color 
coverage; on the right side of the form, the opposite, e.g., captions under images in two or three 
places, only in black, and when using some additional color from the sample, as well as some 
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unique color, e.g., gold, or a color that carries some identity and is not printed within the CMYK 
environment. 
In addition to the time needed for all alignments, it is also very significant how many print 
samples were consumed during this alignment, representing waste and a fixed cost. 
Therefore, it is necessary to investigate methods for reducing the time required for initial color 
alignment, print quality, and the number of waste samples, all in the interest of more rational 
publishing production. 
 
 
2. Methodology 
 
The following research methods are used for the experimental part within the three designated 
research areas. Industrial catalogs of leading printing machine manufacturers were thoroughly 
analyzed and researched in the regions that elaborate on the three areas. Investigations and 
discussions on automation were conducted with experts from practice. Production processes 
within specific printing systems were physically observed and measured, both with and without 
automation systems used in the research. The research was conducted in three printing houses 
in Croatia: Grafika Osijek, Radin Print, and Lana. Furthermore, an analysis of existing research 
within these areas was carried out. 
Consequently, the research's contribution is evident in the comparison of the obtained results 
with the declared factory parameters that served as the source of the research. 
 
 
3. Results 
 
The procedures for creating a printing form, whether for offset printing or any conventional 
printing technique, cannot be avoided. For every conventional printing technique, a matrix, i.e., 
a printing form, is required. Sometimes, this involves offset printing with metal alloy plates, 
sometimes flexible polymer forms, or engraved copper rollers (when investigating the area of 
flexible packaging). 
Therefore, we conclude that only digital printing techniques are suitable for the printing phase 
if one wants to avoid the necessity of creating and using a matrix, i.e., a conventional printing 
form. These techniques do not have a physical printing form, i.e., they have a virtual form. In 
simpler terms, they involve communication between graphic preparation and printing via 
computer memory, which takes on the role of a virtual form. Only in this way can the creation 
of a real and conventional form be avoided. 
When investigating digital production within the area of publishing production, particularly in 
the local environment, it is concluded that only two digital techniques dominate: 
electrophotography and inkjet. Inkjet is the technology used in this work to observe and conduct 
research. Specifically, a continuous Inkjet system was observed. The Inkjet system involves 
liquid ink that continuously circulates through the nozzle; when part of the liquid is directed 
towards the printing substrate, the rest returns to the tank via a return pipe, preventing the drying 
of the ink on the nozzle and nozzle blockage (Majnarić, 2022, 161). Electrophotography is a 
non-contact digital printing technique that falls into the category of printing techniques. 
Electrophotographic digital machines that use powdered or liquid toner are distinguished. 
However, regardless of the toner digital devices use, the printing form is variable and virtual 
(Majnarić, 2007, 45). 
The research was conducted in the following way: physical visits, recording of conditions, and 
investigation of calculations by a printing house that deals with both digital and conventional 
methods of printing and publishing products. It is also the primary method of research in digital 
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printing. An analysis of certain boundary areas of profitability of printing within one of the 
mentioned options was conducted at the "Grafika Osijek" printing house. By measuring and 
observing, a record of the general characteristics of the printing process and their mutual 
comparison was made. 
 
Two opposing characteristics were noted when observing the calculation analysis. Digital 
printing, as mentioned, uses a virtual printing form, so the cost of creating a printing form does 
not exist. On the other hand, there is a significant difference in the price of coloring between 
the two systems that are the subject of the investigation. Physical coloring within the observed 
inkjet technology is several times more expensive than industrial coloring in conventional offset 
printing. 
 
Suppose the later observed general properties related to speed, formats, coloring, and other 
characteristics are disregarded. In that case, the entire economic calculation relates to finding 
the break-even point for both printing techniques: the larger the print run, the cheaper offset 
printing becomes per print cost due to the difference in coloring costs. For smaller print runs, 
digital printing is more cost-effective because it does not incur the cost of creating a printing 
form. 
 
However, this cost is influenced by numerous additional parameters. Primarily, these relate to 
the book's scope/number of pages. The more pages there are, the greater the cost of creating a 
printing form. When using the observed methods, it was noted that the last-mentioned 
characteristic significantly increases the complexity of comparing calculations, i.e., the cost per 
print. More precisely, if the number of pages in the book rises, for example, by 100 pages, the 
break-even point is much higher within digital printing. For this reason, the research focused 
on three basic scopes—100, 150, and 200 pages. The scopes were compared by projecting three 
print runs: 100, 500, and 1000 copies of books. As previously mentioned, the production costs 
were analyzed and compared within the commercial/technical department of the printing house. 
The results obtained showed that in each of the investigations mentioned, a print run of 100 
copies was more cost-effective using digital printing and that any print run of 1,000 copies or 
more was more cost-effective in offset printing. In the middle ranges, these significantly depend 
on page scope, number of colors, and color coverage. Specifically, the research revealed 
(primarily due to the significant difference in coloring costs) that many digital printing systems 
of newer production come with a computer transformation of the original CMYK print. It 
involves a method where the print is re-separated within the area of color values so that certain 
CMY areas are reduced at the expense of the K color area. The economic benefit is that the 
inkjet industry's black ink (K) is significantly cheaper than the CMY solution. For this, 
advanced knowledge in repro photography and graphic preparation is necessary. 
After extensive research and several case studies, the following basic characteristics of printing 
can be listed. The research was conducted in the following areas: print quality, choice and 
availability of colors, speed of creating a printing form, speed of reaching the necessary level 
of saleable quality, availability of different formats, availability of different configurations, and 
printing speed. 
 
Print Quality 
The method of visual observation and physical measurement of print quality using densitometry 
(Majnarić, 2022, 162) was employed. Significant deviations and differences are challenging to 
detect within basic printing, i.e., within the CMYK method of color separation and printing. 
There are specific differences in the quality peaks. However, they are not so significant for 
ordinary consumers. Prints produced by digital technology are acceptable and competitive. 
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There are, as indicated, some cosmetic defects. Slight traces of paper transport over the rollers 
of the digital machine are sometimes observed when it comes to continuous tones, which are 
significantly darker continuous tones. It occurs sporadically and is not critical enough to 
conclude that it represents a significant deficiency for commercial printing. 
 
Color Selection and Availability 
If we are within the CMYK range (the most common area of publishing production), the 
selection and availability of colors are sufficient. However, when speaking of special and 
unique colors, there are significantly greater possibilities within conventional printing. 
Although the world of digital printing is showing great industrial development advances in this 
direction, it still lags in color selection compared to conventional printing. 
 
Speed of Creating a Printing Form 
There are no dilemmas in this area. Digital printing is unbeatable in this area if there is quality 
IT infrastructure. The speed of creating a virtual form is instantaneous. Offset printing involves 
significantly more time, depending on the type of print and product complexity. Regardless, it 
typically requires spending about 20 minutes per printing form. These are incomparable 
differences. 
 
Speed to Reach Saleable Quality 
Again, we find ourselves in an area with a massive benefit for digital printing. It takes up to one 
minute. Conventional printing takes about 20 minutes, but it can be shorter with available 
automation. In the six jobs we observed and analyzed, the average time to reach a quality print 
ready for sale was 21 minutes. 
 
Availability of Different Formats 
The printing house mentioned used identical formats, B2. However, analyzing the market and 
environment, it can be concluded that offset printing formats are significantly more advanced 
and variable. They involve machines with B1, BO, and even larger formats. In digital printing, 
production is possible within the A3-B2 format range, which is the lower limit of profitability 
for publishing production. 
 
Availability of Different Configurations 
Offset printing allows for much greater flexibility. In addition to larger formats, significantly 
different configurations are possible. In the subject printing house, B2 systems with four colors 
were observed and analyzed. Thus, the sample was identical. On the other hand, studying the 
general market, offset printing also enables 8-color machines to turn. It allows double-sided 
printing, with both sides of the printing form being identical. In digital printing, this requires 
printing twice. 
 
Printing Speed 
Offset printing is capable of printing at significantly higher speeds than digital printing. It 
involves a difference of 3 or 4 times. 
 
3.1. Process of Creating and Changing a Printing Form 
 
As mentioned in the research description, there is a significant difference between the printing 
technologies being investigated in creating a printing form. In digital printing, creating a virtual 
printing form is almost instantaneous, while starting commercial printing—conventional offset 
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printing, as the primary representative of industrial publishing printing—presents a challenging 
task in both categories. 
Simply put, the time required to create a printing form (in the subject printing house, an average 
duration of 21 minutes) and the time needed to align color information and other parameters on 
the machine are necessary. It primarily concerns washing the coloring rollers, printing, and 
offset cylinders. As mentioned, it involves a time-consuming process. 
In the printing house mentioned, there is no additional automation in the two key areas of offset 
printing: automatic plate changing and automatic color measurement. 
 

3.1.1. Automatic Plate Changing 
 
The research continued at the "Radin Print" printing house to investigate optimal possibilities 
and provide proposals for automation solutions. The "Radin Print" printing house can test the 
two automatic functions mentioned. 
The changing of the printing form involves a parallel/simultaneous method of changing plates. 
This method refers to plates that are changed in parallel on all printing units, while other 
necessary actions, primarily washing, are performed at the same time. The starting point for the 
research was the declared industrial parameters shown in the following scheme (figures 1 and 
2). 
 

Figure 1:  Classic plate changing lasting 11 minutes. The parallel plate changing system is 
marked in red 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Source: manrolandsheetfed.com 
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Figure 2: Parallel/simultaneous plate changing lasts 4 minutes. The parallel plate changing 
system is marked in red  

 

 
 

Source: manrolandsheetfed.com 
 
From the visual representations, the following can be observed: various necessary forms of 
preparation and washing of the machine before each job (washing coloring rollers, washing 
cylinders) are fixed elements that do not change, regardless of the automation of plate changing; 
on machines with the mentioned automation, washing occurs in parallel during plate changing; 
on machines without automation, plates are changed one after another, each printing tower 
separately; on machines with the mentioned automation, the process occurs in parallel. 
It was impossible to test the precise image because it relates to a partially different configuration 
than the machine on which the research was conducted. However, the unit times overlap 
significantly. By analyzing the seven jobs that were measured, it was shown that they achieved 
an average savings of 11 minutes compared to systems without automatic plate changing. These 
results represent a significant benefit, especially in the area and environment where we witness 
increasingly smaller print runs. 
 
During the research period (two days), the printing house performed an average of 18 plate 
changes per day (three shifts). It leads to the conclusion that saving almost 198 minutes per day 
is possible. This function saved nearly three working hours on a single machine. 
More savings are possible considering the machine configuration (five colors) and market 
analysis. Specifically, as mentioned, eight-color machines are becoming more prevalent. 
Additional savings are achieved for each additional unit. In such printing houses, the expected 
time benefits when comparing machines with and without parallel automatic plate changing—
in the case of the 18 changes mentioned mentioned to almost four hours. 
 

3.1.2.  Automatic Color Measurement 
 
Automatic color measurement involves comparing manual control and automatic in-line 
control. Manual control consists of taking a sample/print from the machine, stopping the print, 
measuring quality on a console, and making corrections. All these phases involve time 
consumption and significant expenditure of repro materials. Due to the new color alignment, 
every machine stoppage produces non-productive time and additional waste material. 
The work starts with the initial assumptions analyzed in industrial catalogs (figure 3). 
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Figure 3: Systems with and without in-line automation for measuring color values. The green 
area represents the expected savings 

 
 

 
 

Source: manrolandsheetfed.com 
 
The technical characteristics related to Figure 3 were tested at the "Lana" printing house. The 
"Lana" printing house was chosen due to its adequate system for automating color 
measurement. The research presents systems with and without the mentioned automation and 
the benefits in cases where machines are equipped with such systems. For the research, analyses 
were performed based on reading densitometric values. In essence, the testing of printing 
houses equipped with in-line measurement systems works as follows: determining the desired 
densitometric values for the entire CMYK color separation, loading these values into the 
machine, then achieving satisfactory print quality, and the machine automatically (with the help 
of densitometric devices on the machine itself, distributed across the entire width of the sheet) 
measures and maintains the desired values. 
 
In a system without the mentioned automation, frequent machine stops, manual controls, 
measurements, corrections, and restarting the machine from the beginning are necessary. Such 
a system consumes incomparably more time and wastes samples. In the mentioned research, 
the following parameters were recorded: 17 minutes was the average time required to achieve 
acceptable print quality in the case without automation; 224 sheets were averaged as paper 
waste; an additional 20 minutes were spent through manual control 4 times throughout the entire 
print run; an additional 120 minutes were spent on color correction. 
In the system with automation, the following values were recorded: 12 minutes was the average 
time required to achieve acceptable print quality; 92 sheets were averaged as paper waste; zero 
minutes were spent through in-line control throughout the entire print run; and zero sheets were 
spent on color correction. 
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The systems are incomparable in rationalization, i.e., time and waste sample savings. The larger 
the print runs, the more frequent the intermediate controls, and the greater the time and number 
of waste samples consumed in systems without control. 
 
 
4. Interpretation of Results and Conclusion 
 
Maintaining publishing production as rational and economically viable is challenging, 
especially when analyzing trends indicating smaller print runs. 
Fixed elements and fixed costs, which are present regardless of the print run, must be as rational 
as possible. If the configuration of offset printing machines is analyzed, numerous automation 
systems are available to publishers and printers. 
 
For this work, an analysis of automation in automatic, parallel, and synchronous plate changing 
was conducted. The system proved to be highly efficient. It showed that saving several hours 
daily is possible, i.e., making production faster and more efficient. The precise time depends 
on the number of sheets, the number of books, and the number of shifts throughout the workday. 
It also depends on overall organizational discipline and competence. 
The automatic in-line color control system also demonstrated numerous advantages and 
benefits in terms of time consumed and the number of waste samples. The system is particularly 
evident in larger orders, i.e., larger print runs, when the book has an enormous scope. 
These two systems enable savings of several hours during the workday and several thousand 
samples in waste. 
 
Digital printing showed significant efficiency in small print runs. It is an excellent opportunity 
for printing houses to have both technologies available. Then, they can create precise 
calculations and calculate the break-even points, considering the print run, number of colors, 
number of pages, and color coverage. 
It is impossible to determine precise boundaries from the outside. However, we are dealing with 
a print run of several hundred copies. Digital printing is a cost-effective solution, especially if 
the book has many pages. 
 
This boundary is even higher if the book is black-and-white. Thus, we find an acceptable area 
for specific scripts, university titles, and similar works. 
In such cases, it is necessary to oppose additional economic parameters, which were not the 
subject of this research. Specifically, it is essential to resolve the fundamental economic 
dilemma. 
 
For example, what is the optimal economic option if there is a need for some title with 200 
copies per year? Regarding the print itself, we have demonstrated that it is digital printing. 
However, the question arises—if a publisher decides on a print run of 1,000 copies, knowing 
that the book will be sold over five years, what is the cost of capital and inventory for those five 
years? Other economic questions also arise. However, these questions will be answered in 
future work through new research. 
Additionally, only two automation systems were observed. Numerous additional systems 
enable rational publishing production, and these additional systems are also elements of future 
research. 
 
In conclusion, as evident from the research part of this work, automation systems significantly 
burden publishers and printers financially. A feasibility study for each of them is necessary. 
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Only when it is proven that the hours saved and savings in waste bring economic viability is it 
essential to equip machines with such systems. 
 
This work's contribution is to show the path and methods for making publishing production 
more rational and economically viable. The term "shown path" is used because, as mentioned, 
many additional segments will be described in other research. 
The limitation of this work is that the analysis is conducted in real industry and production, and 
each printing house has some elements of automation and testing capabilities, but some lack 
them. A limitation is also that it is possible to measure time and observe processes, but only 
with the permission of the printing houses. Certain segments can be measured in print quality. 
However, these are not laboratory conditions where measurements are precise and other 
parameters are isolated. 
 
Regardless, the author's stance is that, based on the research, the correct path to rationalizing 
publishing production has been presented. This conclusion is also shared by authors Bolanča et 
al., who, in their 2020 work, conclude that because Croatia is not a populous country, small 
print runs, in most cases, satisfy machines with small capacities. They expect larger print runs 
to be achieved in future rotations for newspaper printing and packaging printing. They also 
highlight the trend of expanding flexography and the fact that conventional techniques are 
trying to reduce the cost and time needed to fulfill orders to become more competitive for small 
print runs. While digital machines are trying to achieve incredible speed and competitiveness 
for large print runs (Bolanča et al., 2020). 
 
 
REFERENCES  
 
Boboc, D. (2024): How Eco – Friendly Publishing becomes a standard in the industry, in: 
Lap-Publishing.com (2024): https://blog.lap-publishing.com/title-the-advantages-of-eco-
friendly-print-on-demand-sustainable-publishing/ (accessed 24 March 2025) 

Bolanča, S. (1998): Glavne tehnike tiska // Acta Graphica. GATF Encyclopedia of Graphic 
Communications, GATFPress, Pittsburgh, pp. 298–302. 

Bolanča, S. & Golubović, K. (2008): Tehnologija tiska od Gutenberga do danas, Senjski 
zbornik: prilozi 
 
Bolanča, et al. (2019): Hrvatska tehnička i industrijska baština na području tiska, Godišnjak 
Akademije tehničkih znanosti Hrvatske, Vol. 2019, No. 1, pp. 51-63 
 
Kipphan, H. (2001): Handbook of print media: technologies and production methods, 
Springer 
 
Majnarić, I. (2022): Mjeriteljstvo u tisku i periferna tiskarska oprema, Grafički faklultet 
Sveučilišta u Zagrebu, Zagreb, 161-164. 

Majnarić, I. (2015): Osnove digitalnog tiska, Grafički fakultet Sveučilišta u Zagrebu, Zagreb, 
pp. 157. 

Majnarić, I. (2007): Studija indirektne elektrofotografije: doktorska disertacija, Grafički 
fakultet Sveučilišta u Zagrebu, Zagreb 

 



361REGION, ENTREPRENEURSHIP, DEVELOPMENT

Manrolandsheetfed (2025): https://www.manrolandsheetfed.com/ (accessed 15 March 2025) 

Larson, B. (2025): Publishing trends 2025, in: Atmosphere press (2025): 
https://atmospherepress.com/publishing-trends-2025/ (accessed 20 March 2025) 
 
 
 



362 14th INTERNATIONAL SCIENTIFIC CONFERENCE

A scientific paper 
Jelena Jardas Antonić, Ph. D. 
Faculty of Economics and Business, University of Rijeka, Croatia 
E-mail address: jelena.jardas.antonic@efri.uniri.hr  
 
Jana Katunar, Ph. D. 
Faculty of Economics and Business, University of Rijeka; Croatia 
E-mail address: jana.katunar@efri.uniri.hr  
 
Vivien Brezović 
Former student of Faculty of Economics and Business, University of Rijeka, Croatia 
E-mail address: vivien.brezovic10@gmail.com  
 
 

ANALYSING THE PREFERENCES OF WINE CONSUMERS USING 
MULTI-CRITERIA ANALYSIS 

 
 

ABSTRACT 
 

Wine research and the preferences of wine consumers have been the focus of interest for many 
scientists over the last two decades. One of the reasons for this is that wine is more than just a 
product for consumers and wine can also be seen as an experiential good, which means that 
consumers can only judge its quality after consuming it. It is therefore important to research 
their preferences in order to understand which characteristics of wine influence their 
purchasing decisions. Analysing wine consumers' preferences is important so that producers 
can adapt their production and sales strategies to current demand. The aim of the study is to 
find out which factors have the greatest influence on the purchase of wine and then to rank the 
types of wine based on consumer preferences. The importance of the individual criteria that 
influence the consumer's choice of wine and the motivation for this choice are analysed in this 
article with the help of the Analytical Hierarchy Process. The alternatives used in the analysis 
are the most popular white and red wine varieties, as most red and white wines are produced 
in the Republic of Croatia. The main criteria selected for the analysis are mainly related to the 
market characteristics of wine and the characteristics of wine quality. The criteria were 
selected on the basis of the researched literature and those that were mentioned most frequently 
were chosen. The following wine quality criteria are used: aroma, acidity, sugar content, 
alcohol content, vintage and geographical indication. As far as the market characteristics of 
the wine are concerned, the study uses the criterion of wine price. The most important criteria 
chosen by respondents when buying wine were the sweetness of the wine, the price of the wine 
and the aroma of the wine. Muscat Ottonel was chosen as the best alternative for white wine 
and Plavac Mali for red wine. The results of the analysis show that the average wine consumer 
in Croatia has a high level of education, lives in a family with a monthly income of up to 4,000 
euros, buys wine directly from the producer and favours white wine as well as semi-sweet and 
semi-dry wines. 
 
Key words: wine, preferences, consumer, multiple criteria analysis, AHP. 
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1. Introduction 
    
Wine is a globally recognized and economically significant product that brings together not 
only consumers in moments of togetherness and celebration, but also the business and academic 
community interested in market trends, consumer preferences and legal challenges. Products 
such as wine are of interest to researchers because wine is more than just a drink or a product 
for consumers; it is seen as an experience good. An experience good is a product whose value 
characteristics are difficult to determine and impossible to know before the product is tried out 
(Kaštelan Mrak, Kaštelan, 2023).  
 
Preferences are defined as subjective comparisons between two alternatives (von Wright, 1963) 
that do not require a ranking of all possible options, but only pairwise comparisons. Products 
like wine are particularly interesting because consumers are often not indifferent to them, but 
they may not be fully aware of their preferences or be able to explain them clearly (Katunar, 
2024). This can be due to a variety of factors, including personal preferences, social norms, 
aesthetic preferences and perceptions of quality. Wine is such product where it is important for 
consumers to make choices. Analysing consumer preferences for products such as wine may 
involve examining various characteristics of the wine, such as variety, region of origin, vintage, 
taste, aroma, production techniques and many others. The research in this paper is concerned 
with analysing consumer preferences based on the characteristics of the wine variety. 
 
There are many reasons for conducting this research. Croatia is a country with a long tradition 
of wine production. The culture of wine drinking is highly developed and wine production has 
become one of the most recognizable agricultural activities. At the same time, however, 
producers face many problems and challenges, such as large-scale wine imports, lack of 
competitiveness of the domestic product, problems with supply chains, poor negotiating 
position of small producers, etc. Researching consumer preferences has become crucial for 
developing a competitive advantage for Croatian wine producers. 
 
A combination of quantitative and qualitative research methods is often used to better 
understand consumer preferences and tailor products and marketing strategies to their needs 
and desires. Consumers’ understanding of wine quality is a multidimensional construct that is 
highly dependent on their level of involvement. Research shows that consumers who are more 
involved tend to conceptualise wine quality more objectively using cognitive dimensions, while 
less involved consumers evaluate wine quality subjectively using sensory dimensions (Charters 
& Pettigrew, 2007). 
 
The aim and purpose of this research is to use the multiple-criteria approach to rank wine types 
based on preference and determine which factors influence wine purchases the most. Another 
aim of this research is to investigate the degree of importance of each criterion that influences 
a consumer's choice when buying wine and the consumer's motivation for making that choice. 
Based on the aim and purpose of the work, a research question was defined: What are the most 
important criteria that influence consumers' wine purchasing decisions and how are different 
types of wine ranked according to consumer preferences using multi-criteria analysis? 
 
The research findings are important for wine producers to adapt their production and marketing 
strategies to current market trends and consumer preferences. The article is organised as 
follows. After a brief literature review, the methodology and results are presented. The 
concluding part of the paper contains the results of the research, its limitations and 
recommendations for future research. 
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2. Literature review 
 
Croatia has a long tradition of wine production. According to data from the Vineyard register, 
in 2023 there were 17,278 hectares of vineyards and 560,789 hectolitres of wine were produced. 
Given Croatia’s tourism capacity, Croatia is also the largest wine importer in the region. 
According to the Croatian Statistical Office (www.dzs.hr), wine imports in 2023 totalled 46 
million euros, while white wine exports amounted to 19 million euros. This data indicates a 
significant trade deficit in the wine sector. 
Wine is not perceived as an ordinary alcoholic beverage, but enjoys a special status compared 
to other alcoholic beverages due to its role in everyday social events, numerous wine events 
and a long tradition of wine production in Croatia. In the face of increasing competition on the 
wine market and changing consumer preferences, producers are focussing on consumer needs 
and wishes when developing their business strategy. 
To find out which criteria are most important to consumers when buying wine, the following 
databases of articles on wine selection were searched. 
Numerous articles, papers and publications have been written on the subject of multi-criteria 
decision making or decision making using the Best-worst scaling (BWS) method. In order to 
select the most relevant ones, it is necessary to search the databases thoroughly. The database 
used for this review is Web of Science. The database contains a large number of articles and 
papers corresponding to the research topic. In addition, the databases allow exporting data that 
will later be used to create a biometric network in the Vosviewer programme. The first step in 
searching the databases was to select keywords: Wine, Consumer Preferences and Ranking, 
which were carefully selected to ensure that the search was comprehensive and included 
relevant research.The search results were then analysed to highlight the most common 
keywords, identify the most relevant papers and identify the “hottest” research areas based on 
the keywords. In the remainder of the article, only a graphical representation of the keywords 
and their clustering will be presented, on the basis of which criteria for further multi-criteria 
analysis will be extracted. 
 

Figure 1: Visualization of key terms from the Web of Science database 
 

Source: Author's work in the program VOSviewer 
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Figure 1 shows a visualisation of bibliometric networks that include journals, research papers 
or individual publications and were created on the basis of citations, bibliographic links, co-
citations or co-authorship relationships. The visualisation was created using the software tool 
for creating and visualising bibliometric networks, "VOSviewer". The data was collected from 
the Web of Science website and included 1,776 selected publications based on the keywords.  
The figure shows 4 clusters, coloured red, yellow, blue and green. Each cluster is of a different 
size, which shows the importance of the respective cluster. The larger the cluster, the more 
frequently a particular term is mentioned in the literature. The red cluster is related to consumer 
preferences and the purchase of wine, which is determined by the quality of the wine and the 
market characteristics of the wine. The green cluster is related to wine production, and the blue 
cluster is related to wine consumption. In addition to colour and size, the representation of a 
particular term in the biometric network is also represented by lines visible between the circles. 
The length of the lines indicates the degree of connection between the terms; the shorter the 
line, the greater the connection between the terms. Short lines indicate a close connection or 
frequent co-occurrence of terms in the literature, while longer lines indicate a weaker 
connection. This type of visualisation helps to understand how different terms and concepts are 
connected within a research area and allows researchers to identify important themes and trends. 
The literature on consumer preferences and wine selection is very well researched given the 
large number of publications. Below is a brief overview of the research on consumer 
preferences in wine selection and the criteria that influence consumers' purchasing decisions. 
The study by Lutskova, Martirosyan and Krupytska (2020), published in the Ukrainian Journal 
of Food Science, focussed on identifying consumer preferences when choosing a bottle of wine 
using a questionnaire.In order to determine consumer preferences when choosing a bottle of 
wine, a questionnaire was created that was conditionally divided into two parts: questions about 
the respondent's gender, age, marital status and salary, and a direct question about the choice of 
a bottle of wine with possible answers. The factors influencing the consumer's choice when 
buying wine, as well as the offered reasons for buying wine and the general places of buying 
wine were proposed in the questionnaire for answering. The second part of the survey consisted 
of questions relating to the design, appearance of the label and the shape of the wine bottle. 
According to the results, consumers perceive the wine and its packaging as a single entity, as 
the appearance of the packaging plays an extremely important role in the consumer's belief 
process. The authors state that special attention should be paid to researching elements such as 
the design and labelling of wine, as they persuade an undecided consumer to purchase the 
product. 
Tiziana de-Magistris, Azucena Gracia and Luis-Miguel Albisu (2014) in their study analysed 
the preferences of Spanish consumers when selecting premium red wines.  Using a BWS 
approach, the researchers surveyed participants in Spain and presented them with a range of 
nine different premium red wine options, each differing in certain characteristics. The 
participants were given clear instructions about the aim of the study and how they have to 
behave when making their choices. As well as rating the wines, participants were also asked 
about their wine knowledge, their general attitude to wine and their willingness to buy premium 
products. The results showed that the most influential factor in wine selection was how well the 
wine matched the food. Other positively perceived attributes were the vintage of the wine, 
recommendations from others and price, although these were considered less important than 
food pairing. Conversely, attributes such as the brand name and the fact that you have read 
about the wine were not statistically significant, suggesting that consumers view them neutrally. 
Interestingly, the design of the wine label proved to be the least important attribute, with a 
statistically significant negative influence on consumer preference. 
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The authors Naomi Verdonk, Renata Ristic, Julie Culbert, Karma Pearce and Kerry Wilkinson 
(2020) conducted a study in Australia to investigate Australian wine consumers' perceptions 
and preferences towards different types of sparkling wine, including French Champagne, 
Australian white, red and rosé sparkling wine, Moscato and Prosecco. In an online survey of 
1027 regular sparkling wine consumers, demographic data, perceptions and preferences for 
sparkling wines and typical consumption patterns were analysed. The consumers were 
categorised into 3 different groups: “No Frills”, “Aspirants” and “Enthusiasts" using the “Fine 
Wine Instrument” model. The “No Frills” offer only the bare essentials, nothing fancy, complex 
or luxurious. The “Aspirants” are a class of consumers who are neither poor nor middle class. 
Enthusiasts are willing to learn more about the details of a product than the average consumer 
who simply wants to use it. The majority of “No Frills” consumers were female and typically 
drank sparkling wine once a month. Almost 55% of “Aspirants” were male and had a household 
income of more than AUD$75,000. “Enthusiastic” consumers were also predominantly male 
and well educated, with 64% under the age of 35. White sparkling wine and Champagne were 
generally the most popular varieties for each consumer group, followed by Moscato and rosé 
sparkling wine. Moscato performed well in both the simple wine and enthusiast segments. 
Almost 25% of respondents said they did not know Prosecco, while sparkling wine and red 
wine were recognised equally by male and female consumers. The results of this study can help 
sparkling wine producers to better target their products and marketing strategies to the specific 
needs and expectations of consumers in the different segments of the Australian market. 
The preferences of Croatian wine consumers may vary depending on the region, socio-
demographic characteristics, cultural influences and trends in the world of wine. The influence 
of socio-demographic characteristics on the frequency of wine consumption has been the 
subject of numerous scientific studies. Stockley et al. (2017) conducted an empirical analysis 
of the effects of age on wine consumption behaviour in Australia and found a statistically 
significant difference between age groups – with older respondents having a higher frequency 
of consumption, while the 25-34 age group had a higher average consumption per consumption. 
The influence of income on consumer preferences is also frequently the subject of studies, with 
authors coming to contradictory conclusions. Garcia-Cortijo et al. (2019) came to the 
conclusion that higher income leads to higher wine consumption, while Dubois et al. (2021) 
find no significant influence of income level on consumption. 
 
The Croatian authors focus mainly on how demographic factors influence wine selection. In 
their study, Katunar et al. (2024) attempt to identify factors that influence consumer preferences 
and their recognition of wine based on 169 surveys conducted. According to their findings, age, 
education, relationship status, household income and frequency of consumption influence the 
perception of recognising the quality of wine. Alpeza, Nižić and Lukač (2023) examine the 
habits of Croatian wine consumers and the importance of price, country of origin, grape variety, 
sugar content, colour, brand, bottle/label design depending on age, gender and subjective 
knowledge. According to some of their findings, most respondents perceive wine as a pleasure, 
consumers with more subjective knowledge experience wine as a product with potential health 
benefits, the frequency of consumption and the importance of the region of origin increases 
with age. Dlačić and Kadić-Maglajlić (2013) analysed how different factors influence the wine 
consumption of young generations in south-eastern countries (Bosnia-Herzegovina and 
Croatia) on different occasions of wine consumption. Their findings show that self-expression, 
socialising, tradition and food are significant predictors of wine consumption. According to a 
survey conducted in November 2021 by Blue Rock Consulting and the Improve agency, 80% 
of wine consumers in Croatia prefer wines of Croatian origin. 
The survey was conducted via online poll in which 328 people aged 18 to 75, from all regions 
of Croatia, took part. Among the respondents, 218 of them drink wine at least once a month. In 



367REGION, ENTREPRENEURSHIP, DEVELOPMENT

The authors Naomi Verdonk, Renata Ristic, Julie Culbert, Karma Pearce and Kerry Wilkinson 
(2020) conducted a study in Australia to investigate Australian wine consumers' perceptions 
and preferences towards different types of sparkling wine, including French Champagne, 
Australian white, red and rosé sparkling wine, Moscato and Prosecco. In an online survey of 
1027 regular sparkling wine consumers, demographic data, perceptions and preferences for 
sparkling wines and typical consumption patterns were analysed. The consumers were 
categorised into 3 different groups: “No Frills”, “Aspirants” and “Enthusiasts" using the “Fine 
Wine Instrument” model. The “No Frills” offer only the bare essentials, nothing fancy, complex 
or luxurious. The “Aspirants” are a class of consumers who are neither poor nor middle class. 
Enthusiasts are willing to learn more about the details of a product than the average consumer 
who simply wants to use it. The majority of “No Frills” consumers were female and typically 
drank sparkling wine once a month. Almost 55% of “Aspirants” were male and had a household 
income of more than AUD$75,000. “Enthusiastic” consumers were also predominantly male 
and well educated, with 64% under the age of 35. White sparkling wine and Champagne were 
generally the most popular varieties for each consumer group, followed by Moscato and rosé 
sparkling wine. Moscato performed well in both the simple wine and enthusiast segments. 
Almost 25% of respondents said they did not know Prosecco, while sparkling wine and red 
wine were recognised equally by male and female consumers. The results of this study can help 
sparkling wine producers to better target their products and marketing strategies to the specific 
needs and expectations of consumers in the different segments of the Australian market. 
The preferences of Croatian wine consumers may vary depending on the region, socio-
demographic characteristics, cultural influences and trends in the world of wine. The influence 
of socio-demographic characteristics on the frequency of wine consumption has been the 
subject of numerous scientific studies. Stockley et al. (2017) conducted an empirical analysis 
of the effects of age on wine consumption behaviour in Australia and found a statistically 
significant difference between age groups – with older respondents having a higher frequency 
of consumption, while the 25-34 age group had a higher average consumption per consumption. 
The influence of income on consumer preferences is also frequently the subject of studies, with 
authors coming to contradictory conclusions. Garcia-Cortijo et al. (2019) came to the 
conclusion that higher income leads to higher wine consumption, while Dubois et al. (2021) 
find no significant influence of income level on consumption. 
 
The Croatian authors focus mainly on how demographic factors influence wine selection. In 
their study, Katunar et al. (2024) attempt to identify factors that influence consumer preferences 
and their recognition of wine based on 169 surveys conducted. According to their findings, age, 
education, relationship status, household income and frequency of consumption influence the 
perception of recognising the quality of wine. Alpeza, Nižić and Lukač (2023) examine the 
habits of Croatian wine consumers and the importance of price, country of origin, grape variety, 
sugar content, colour, brand, bottle/label design depending on age, gender and subjective 
knowledge. According to some of their findings, most respondents perceive wine as a pleasure, 
consumers with more subjective knowledge experience wine as a product with potential health 
benefits, the frequency of consumption and the importance of the region of origin increases 
with age. Dlačić and Kadić-Maglajlić (2013) analysed how different factors influence the wine 
consumption of young generations in south-eastern countries (Bosnia-Herzegovina and 
Croatia) on different occasions of wine consumption. Their findings show that self-expression, 
socialising, tradition and food are significant predictors of wine consumption. According to a 
survey conducted in November 2021 by Blue Rock Consulting and the Improve agency, 80% 
of wine consumers in Croatia prefer wines of Croatian origin. 
The survey was conducted via online poll in which 328 people aged 18 to 75, from all regions 
of Croatia, took part. Among the respondents, 218 of them drink wine at least once a month. In 

order to better understand the preferences and habits of wine consumers in Croatia, the 
questions are mainly related to frequency of drinking wine, which varieties they like best, 
whether they prefer Croatian or foreign wines and how often they buy wine and in what price 
range. These and many other economic analyses provide an in-depth understanding of the wine 
market, enabling decision makers and businesses to make informed decisions and develop 
strategies for success in the market. 
 
The criteria for this research were selected on the basis of previous studies and personal 
preferences as fundamental characteristics of wine. According to Zeithaml (1988), quality as 
the first factor in purchasing represents the overall result of experiences and various influences 
that affect the buyer, who uses this as a basis for assessing the competitiveness of the quality of 
the product/brand. Radovanović et al. (2017) state that of all the factors analysed in relation to 
consumer behaviour and preferences, the identified demographic factors dominate: age, region, 
family size and place of residence, social factors: education and income, and behavioural 
factors: importance of price, place of purchase and product characteristics. In The study by 
Radman et al. (2004), the name of the manufacturer or brand, the shape of the bottle or label, 
the type of production, price, age and the importance of intrinsic characteristics were 
mentioned: colour, taste and aroma were mentioned as the most important factors of the wine. 
In this paper, as well as in the paper entitled "The AHP quantification of student population 
attitudes in wine purchasing" by Jalić, Ostojić and Vaško (2022), wine quality is understood to 
mean the following: aroma, acidity, sugar content, alcohol content, vintage and geographical 
indication. Another group of factors that influence the purchase of wine and consumer attitudes 
towards buying this product is called "market characteristics" and includes price (Jalić, Ostojić 
and Vaško, 2022). Mentioned authors also used the criteria of availability, popularity and 
packaging as market characteristics in their study, which was not used in this paper. The results 
of this study show that wine quality is a much more important factor for the student population 
than market characteristics and that it has a major influence on purchase. Colour and packaging 
were ranked as the least important factors. Price and availability have the same influence on 
purchase, and alcohol content and vintage have the least influence. The flavour of the wine is 
the most important criterion when buying wine.  
 
In order to conduct a multi-criteria analysis in this study, based on previous research (Jalić, 
Ostojić and Vaško, 2022), it was determined that quality attributes are the most important when 
analysing consumer preferences. The seventh criterion, price, was added in the research as the 
most important market attribute, which, like the quality attributes, has the greatest influence on 
consumer preferences, attitudes and willingness to buy (Radman, 2004; de-Magistris, Gracia 
and Albisu 2014). 
 
 
3. Methodology 
 
The Analytical Hierarchy Process (AHP) is a multi-attribute decision method that enables a 
combination of quantitative and qualitative criteria. According to Mardani et al., the AHP is the 
method most commonly used in multi-criteria decision making (Mardani et al. 2015.). AHP 
aims to integrate different measures into a single overall priority vector that represents the final 
score for ranking the decision alternatives. To create an overall priority vector, the individual 
pairs of criteria must be compared with each other and then the alternatives in relation to the 
individual criteria. Once this is done, a priority matrix can be created and normalised to 
calculate the overall priority vector. The AHP method has the advantage of highlighting the key 
features, strengths and weaknesses of each alternative. This mathematical method is the key to 
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selecting the most important criteria and ranks them in order of importance. The AHP method 
prioritises by comparing each alternative/criterion with all other alternatives/criteria, i.e. 
making relative comparisons between them using the Saaty scale. The following section 
explains the mathematical model of the AHP, in particular the calculation of the weights, 
starting with the pairwise comparison technique and ending with the consistency check. When 
determining the weights, each criterion is assigned a numerical value that indicates the degree 
of importance of the respective criterion. The AHP provides an answer to the question of 
whether one criterion is preferable to another and, if so, to what extent. To avoid subjectivity, 
the qualitative comparison must be carried out by an expert (or group of experts) familiar with 
the topic, or alternatively a survey can be conducted. In the present study, we opted for the 
latter. We asked respondents to express their personal opinions and categorise their answers 
using a scale developed by Thomas L. Saaty 2008. The method used can be explained in three 
basic steps derived from the seven pillars of Saaty's AHP (2012.). First, a decision matrix is 
created for the pairwise comparison according to the following formula: 
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where A1, A2,...,An denote the set of elements, while aim represents a quantified judgement on 
a pair of elements, Ai and Am. In order to make comparisons between the criteria and between 
the alternatives in terms of the criterion or property by which they are compared, a numerical 
scale is needed. To this end, Saaty developed a measurement scale for pairwise comparison, 
which was used in the present study (Table 1).  
 

Table 1: Saaty’s scale 
 

Intensity of 
importance 

Definition Explanation 

1 Equal importance Two activities contribute equally to the 
objective 

3 Moderate importance Experience and judgement slightly favour one 
activity over another 

5 Strong importance Experience and judgement strongly favour one 
activity over another 

7 Very strong importance An activity is favoured over another 
9 Extreme importance The evidence favouring one activity over 

another is over highest possible order of 
affirmation 

2,4,6,8 intermediate values Intensities between 1,3,5,7,9 
Reciprocals of 

above 
If activity I has one of the above 
non zero numbers assigned to it 

when compared to activity j, then 
activity j has reciprocal value 

when compared with i 

 

 
Source: Saaty, 2008 
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Verbal judgements are expressed by the degree of preference, and this degree is associated with 
a certain intensity of importance. Second, the decision matrix is normalised by adding up all 
sets of the individual column values. Each of these values is divided by the sum of its respective 
column. Finally, the row average and the weights assigned to the decision maker’s objectives 
are calculated to obtain a set of n numerical weights w1,w2,...,wi. Thirdly, the eigenvalue is 
calculated and a consistency analysis is performed: 
 

ii wAw max , for i=1,2,3,…,n 
Where max represents characteristic value. After analysis the consistency ratio (CR) is 
calculated as fraction between consistency index (CI) and random index (RI) that is given by: 
 

CR
CICR 

 

The random index represents the consistency index that results from randomly generated 
pairwise comparison matrices of the range n. The value of the random index depends on the 
matrix range. The random values are given in Table 2. 
 

Table 2: Random values 
 

N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
RI 0.00 0.00 0.52 0.89 1.11 1.25 1.35 1.40 1.45 1.49 1.51 1.54 1.56 1.57 1.58 

 
Source: Authors 

 
Any pairwise comparison for which the consistency coefficient is less than 0.1 can be 
considered valid. 
 
 
4. Analysis 
 
The multi-criteria analysis was conducted on the basis of a questionnaire distributed to 155 
respondents, whose answers were anonymous. The respondents were of different ages and 
genders and the questionnaire consisted of 4 parts. The first part contained general questions 
about the respondents, such as: Age, gender, education level, employment status, country of 
origin, number of household members, household income level. The second part of the 
questionnaire related to general questions about wine, which were selected for the 
questionnaires according to the factors influencing consumers, mentioned in the literature 
review, namely: how often do you consume wine, where do you prefer to buy wine, how much 
money are you willing to spend on a bottle of wine, do you prefer domestic or foreign wines 
and depending on your personal preference, you were asked to answer the statement "the 
combination of food and wine is important to me" with "strongly disagree", "disagree", "neither 
agree nor disagree", "agree" or "strongly agree". In the third part of the questionnaire, 
respondents were asked to rate the criteria offered on a scale of 1-5 in terms of their importance 
when buying wine. Finally, in the fourth part, respondents answered questions about which 
wine they prefer based on colour. When they clicked on white wine, the questionnaire redirected 
them to the white wine section, where the respondents rated the types of wine on offer on a 
scale of 1-5 based on the selected criteria: Sugar content (sweetness of the wine), price, acidity, 
alcohol content, vintage, geographical indication, aroma. When respondents clicked on red 
wine, the questionnaire redirected them to the red wine section, where respondents rated the 
types of red wine on offer on a scale of 1-5 based on the criteria mentioned. The multi-criteria 
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Analytical Hierarchy Process method was used for the analysis, while the Saaty scale, which is 
also used in this method, was used to express consumer preferences. Various criteria were 
adopted from previous studies (Jalić, Ostojić and Vaško, 2022; Radman, 2004; de-Magistris, 
Gracia and Albisu 2014) and new questions on the characteristics of wine were created based 
on these, which were evaluated using the values of the Saaty scale. For the purposes of the 
study, the Saaty scale was reduced to 5 main intensities of importance (Table 1). Finally, if 
respondents answered that they preferred rose, the questionnaire redirected them to the end of 
the survey. The AHP method was first conducted for the white wine category data and then for 
the red wine categories and is presented later in this article. The first part of the survey is 
analysed below. 
 
In the research, 155 people took part in the survey, 67% of whom were women and 33% men. 
The basic statistics of the respondents show that 30% of the respondents were between 18 and 
25 years old, 29% between 26 and 35 years old, 17% between 36 and 45 years old, 12% between 
46 and 55 years old, 6% between 56 and 65 years old and 6% 66 years and older. In terms of 
education, 44% of respondents had a secondary school degree, 27% had a university degree, 
24% had a university degree or higher and 5% had a lower level of education. 
 

Figure 2: Graphical representation of employment status 
 

Source: Authors 
 
Of the 155 respondents, 65% are employed, 21% are students, 10% are retired, 3% are 
unemployed and 1% are other people. Most of the respondents come from Primorje-Gorski 
Kotar County, followed by Karlovac County, Istria, Bjelovar-Bilogora, Zagreb County, Brod-
Posavina, Zadar County, etc. There were no respondents from Split-Dalmatia County, 
Virovitica-Podravina County and Požega-Slavonia County. When asked how often they 
consume wine, the respondents answered as follows: 29% of respondents consume wine only 
on special occasions, 26% of respondents consume wine weekly, 14% of respondents drink 
wine monthly, 23% of respondents do not drink wine, while 8% of respondents drink wine 
daily. When asked where they buy wine, 36% of respondents answered that they buy wine 
directly from the producer, 29% in a supermarket, 11% of respondents do not buy wine, 10% 



371REGION, ENTREPRENEURSHIP, DEVELOPMENT

Analytical Hierarchy Process method was used for the analysis, while the Saaty scale, which is 
also used in this method, was used to express consumer preferences. Various criteria were 
adopted from previous studies (Jalić, Ostojić and Vaško, 2022; Radman, 2004; de-Magistris, 
Gracia and Albisu 2014) and new questions on the characteristics of wine were created based 
on these, which were evaluated using the values of the Saaty scale. For the purposes of the 
study, the Saaty scale was reduced to 5 main intensities of importance (Table 1). Finally, if 
respondents answered that they preferred rose, the questionnaire redirected them to the end of 
the survey. The AHP method was first conducted for the white wine category data and then for 
the red wine categories and is presented later in this article. The first part of the survey is 
analysed below. 
 
In the research, 155 people took part in the survey, 67% of whom were women and 33% men. 
The basic statistics of the respondents show that 30% of the respondents were between 18 and 
25 years old, 29% between 26 and 35 years old, 17% between 36 and 45 years old, 12% between 
46 and 55 years old, 6% between 56 and 65 years old and 6% 66 years and older. In terms of 
education, 44% of respondents had a secondary school degree, 27% had a university degree, 
24% had a university degree or higher and 5% had a lower level of education. 
 

Figure 2: Graphical representation of employment status 
 

Source: Authors 
 
Of the 155 respondents, 65% are employed, 21% are students, 10% are retired, 3% are 
unemployed and 1% are other people. Most of the respondents come from Primorje-Gorski 
Kotar County, followed by Karlovac County, Istria, Bjelovar-Bilogora, Zagreb County, Brod-
Posavina, Zadar County, etc. There were no respondents from Split-Dalmatia County, 
Virovitica-Podravina County and Požega-Slavonia County. When asked how often they 
consume wine, the respondents answered as follows: 29% of respondents consume wine only 
on special occasions, 26% of respondents consume wine weekly, 14% of respondents drink 
wine monthly, 23% of respondents do not drink wine, while 8% of respondents drink wine 
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of respondents buy wine in a hypermarket, 7% of respondents buy wine in a wine bar or 
elsewhere. The majority of respondents are willing to pay 11-15 euros for a bottle of wine, 
while only 19% are willing to pay more than that. It is also important to note that 95% of 
respondents prefer domestic wines over foreign wines, while 62% of them opt for white wine. 
 
4.1. Multi-criteria analysis of white wine varieties 
 
We have already mentioned that 155 people took part in the survey, 67% of whom were women 
and 33% men. The study was conducted using a questionnaire distributed through social 
networks, which ensured the representativeness of the sample so as enabling a diverse 
respondent group and achieving both the desired sample size and structure. Respondents were 
asked to compare 5 white wine varieties and 5 red wine varieties based on the selected criteria, 
namely: Chardonnay, Rajnski rizling, Muškat Ottonel, Graševina bijela, Sauvingnon bijeli  for 
white wines and Plavac mali, Cabernet Sauvignon, Frankovka crna, Merlot crni, Teran crni for 
red wines. 
 
Based on the data from the second part of the questionnaire on the red and white wines and 
taking into account the selected criteria, pairwise comparisons were made. This resulted in the 
following comparison table for the comparison of the criteria, according to which the most 
important criterion in the opinion of the respondents was aroma, then sweetness and only then 
price (Figure 3) 
 

Figure 3: Pairwise comparison of selected criteria 
 

 

 
Source: Authors 

 
When assigning the criteria, the consistency coefficient was below 0.1 and the comparison is 
considered valid. 
 
The next step in applying the AHP method relates to the comparison of the alternatives with 
regard to the individual criteria. The numerical values are entered in the table. The alternatives 
are compared according to all criteria and the values are taken from the second part of the 
questionnaire. The second part of the questionnaire contains an independent ranking of the 
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alternatives in relation to the selected criteria according to their importance in the range from 1 
to 5. As the study mainly comprises white and mainly black wine varieties, the white and then 
the black wine varieties are analysed below. 
Figure 4 shows a comparison of the alternatives according to the criterion of wine sweetness. 
After comparing the alternatives in terms of wine sweetness, Muscat Ottonel has the greatest 
advantage over the other alternatives, and Rajnski Riesling and Graševina have the lowest 
value. The consistency coefficient is 0.077, which means that the permissible consistency 
coefficient of 0.1 is not exceeded and the comparison is valid. 
 

Figure 4: Pairwise comparison of white wine varieties with respect to sweetness criterion 
 

 
Source: Authors 

 
In the next step, the wines were also compared according to other criteria. According to the 
acidity criterion, Graševina has the greatest advantage over the other alternatives, while Muscat 
Ottonel has the least advantage. According to the alcohol content criterion, Graševina has the 
greatest advantage over the other alternatives, while Muscat Ottonel has the least advantage. 
When comparing the alternatives according to the wine aroma criterion, shows that Muscat 
Ottonel has the highest value, while Graševina white has the lowest value. The last comparison 
of the alternatives for the white wine category refers to the comparison according to the wine 
price criterion. Muscat Ottonel has the greatest advantage over all alternatives, while Rhine 
Riesling has the lowest. In all comparisons, the condition that the consistency coefficient 
CR<0.1 was met and the comparisons were valid. 
 
In the following, the overall priority for each white wine variety included in the analysis was 
calculated taking into account all criteria and their initial weighting, leading to the result shown 
in Figure 5. 
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Figure 5: Overall priorities for white wine varieties 

 

Source: Authors 
 
Figure 5 shows the final ranking of the alternatives. According to this we conclude that 
consumers in the Republic of Croatia, according to our findings,  prefer white wine from the 
Muscat Ottonel variety the most (0.463) and Chardonnay the least (0.097). The fact that Muscat 
is the best white wine is also confirmed by the fact that Muscat wines are known for their intense 
aroma containing notes of flowers, citrus, honey, apricot and nutmeg, which attracts many 
consumers who like complex and fragrant wines. They are also produced in different styles, 
such as dry, semi-dry, sweet and sparkling, so consumers can find a Muscat to suit their tastes 
and different occasions. Muscat wines also have low to moderate acidity and lower alcohol 
content, making them light and approachable. Consumers appreciate the drinkability and the 
ability to enjoy the wine without too much complexity. Muscat wines pair well with a variety 
of foods, such as fruit desserts, light dishes, Asian cuisine and cheese. This makes Muscat an 
ideal wine for a variety of gastronomic combinations. In terms of availability, Muscat wines are 
widely available and also more affordable compared to some other popular white wines, making 
them an affordable choice for a wide range of consumers. Muscat wines combine the long 
traditions of many wine regions such as Italy, France, Spain and Croatia. The regional styles 
give them uniqueness and historical value, which is also attractive to consumers who value 
authenticity and tradition. 
Since Muscat wine is mainly produced in Istria and a larger number of respondents are women 
from the Croatian coastal area, Muscat stands out as a wine that will be popular with this 
population and is most often offered in restaurants and cafés. It should also be mentioned that 
Muscat wine is very popular among the female population due to its sweet and light taste. 
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4.2. Multi-criteria analysis of red wine varieties 
Below you will find a comparison of the red wine alternatives in relation to all selected criteria 
as well as for white wines. 
According to the sweetness criterion, the highest value is for Merlot red and Teran red and the 
lowest for Frankovka red. The consistency ratio is 0.054, which means that the condition of 
consistency ratio < 0.10 is met and the pairwise comparison is valid. All this is shown in Figure 
6. 

Figure 6: Pairwise comparison of black wine varieties with respect to sweetness criterion 

 

Source: Authors 

 
The comparisons of the red wine varieties according to other criteria were approached in the 
same way, taking into account the results obtained. Thus, when comparing the alternatives 
according to the tartaric acid criterion, the highest value was assigned to Frankovka Crna and 
the lowest to Teran Crni. In the following comparison of wines according to the alcohol content 
criterion, the highest value was assigned to Plavac Mali and the lowest to Frankovka Crna. 
When comparing the alternatives according to the vintage criterion, the highest value was 
assigned to Teran Crni and the lowest to Frankovka Crna. When comparing the alternatives 
according to the criterion of geographical origin, the highest value was assigned to Teran Crni 
and the lowest to Cabernet Sauvignon, while when comparing the alternatives according to the 
criterion of wine aroma, the highest value was assigned to Plavac Mali and the lowest to 
Frankovka Crna. When comparing the alternatives according to the criterion of wine price, the 
highest value was assigned to Cabernet Sauvignon and the lowest to Frankovka Crna. In all 
comparisons, the consistency coefficient was CR<0.1, and all comparisons are considered valid. 
After all alternative comparisons were completed, the overall priority for each red wine variety 
was calculated and the result is shown in Figure 7. 
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Figure 7 shows the final ranking of the red wine varieties. According to the report, we conclude 
that Croatian consumers, according to our findings, prefer red wine of the Plavac Mali variety 
the most (0.264), slightly followed by Teran Crni, while they prefer Frankovka Crna the least 
(0.084). Plavac Mali is a wine characterised by rich aromas of dark fruits such as plums and 
cherries. Its full flavour makes it very attractive to consumers, including the respondents to this 
survey, most of whom come from Primorje-Gorski Kotar County. Although Plavac Mali is 
grown in certain areas of Dalmatia, it is attractive to consumers of wine from Primorje-Gorski 
Kotar County. Plavac Mali has a long tradition in Croatia, which evokes a sense of attachment 
and pride among consumers who appreciate local products with a rich history. Plavac Mali is 
also versatile and goes well with various dishes, so consumers can find it in all restaurants and 
cafés. The wine is accessible to a wider audience due to its quality and wide price range from 
affordable to premium wines. 
 
The sensitivity analysis has shown that the ranking of the wine types is stable across all criteria 
and that small changes in the preferences of the criteria have little or no influence on their 
ranking. In the event of major changes in the weighting of the selected criteria, the ranking of 
the white wine varieties would only change if the weighting of the acidity criterion were to 
increase significantly (above 0.4). In this case, Graševina would take first place and Muscat 
would fall to second place, while the other wine varieties would not be affected. The same 
applies to flavour, where a significant increase in weight would change the positions of 
Graševina, which would fall in the ranking, and Rhine Riesling and Chardonnay, which would 
all rise in the ranking. In contrast to the white varieties, the red varieties are also robust in the 
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sensitivity analysis, but they react to the sweetness criterion. If the weighting of this criterion 
were increased significantly (above 0.4), Merlot Crni and Teran Crni would rise in the ranking 
and Plavac would fall, while the ranking of the red wine varieties would not change for the 
other criteria 
 
 
5. Conclusion 
 
The agricultural sector in Croatia is facing numerous challenges resulting from the lack of 
competitiveness of producers, problems with distribution and supply chains and a shortage of 
labour. Given the current geopolitical challenges, agriculture is becoming a matter of national 
interest, and without secure agricultural production there is no self-sustainability. The above 
reasons led to this research with the aim of improving the competitiveness of Croatian wine 
producers. 
 
The aim and purpose of this study is to demonstrate the importance of selected criteria for 
Croatian consumers when buying wine and to show which criteria influence consumers' 
decisions. For the purpose of this study a survey was conducted among 155 respondents from 
all over Croatia who are older than 18 years. The results were analysed using the multi-criteria 
decision making method, more specifically the Analytical Hierarchy Process method. The 
article presents both the application of the method itself and the analysis procedures. If the 
weightings of the criteria are distributed differently, the overall prioritisation of the red wines, 
where the difference between the first and second wine is negligible, could turn out differently 
and influence the overall ranking of the red wine varieties. The research results show that a 
regular Croatian wine consumer is on average between 36 and 45 years old, highly educated 
and lives in a family with a monthly income of up to 4,000 euros. In terms of purchasing habits, 
respondents stated that they usually buy wine directly from the producer. This behaviour 
indicates that consumers prefer local food that is characterised by a high social benefit on the 
one hand and are willing to support the economic growth of the local community on the other. 
In addition, the study found that consumers spend around €10 per bottle of wine and that they 
consume wine in a social context, such as family gatherings, dinners with friends or 
celebrations. 
 
The study also shows that consumers prefer domestic wines the most. In terms of wine 
characteristics, consumers prefer white, semi-sweet and semi-dry wines. According to the 
results of the study, when choosing wine Croatian consumers place the greatest value on the 
market characteristics of the wine, such as price and quality characteristics, i.e. sweetness and 
aroma of the wine. Characteristics such as geographical indication and vintage are considered 
less important. In terms of consumer preferences, i.e. the choice between the best white and red 
wine, Muscat Ottonel comes first for the choice of white wine and Plavac Mali for the choice 
of red wine. In this study the results show that Croatian consumers attach greater importance to 
the quality of the wine than to market characteristics such as price, and it is assumed that this 
has a major influence on the purchase. Each of the criteria has its advantages, and individual 
preferences play a major role in the decision-making process. As far as the method itself is 
concerned, the analytical hierarchy process can become complex and time-consuming for larger 
problems with many criteria and alternatives. The sensitivity analysis in this study has shown 
that the ranking of the wine types is stable across all criteria and that small changes in the 
preferences of the criteria have little or no influence on their ranking.   
 

The results of the analysis can depend on the subjective judgements of the respondents, which 
can influence the results. Another disadvantage is that the process of comparing pairs can be 
tedious and error-prone, especially with a large number of criteria and alternatives, but this 
consistency is controlled using the consistency coefficient. If respondents are not consistent in 
their comparisons, the results of a consistency check may also be unreliable. In addition to the 
disadvantages, the method also has its advantages. It enables a structured and clear approach to 
complex problems by breaking them down into hierarchical structures, which also facilitates 
understanding and analysis. It can also be used for different quantitative or qualitative types of 
problems and combine different measurement units and data types. The method enables the 
quantification of respondents' subjective criteria and preferences by converting them into 
numerical values that can be analysed. The decision-making process is transparent, making it 
easier to track and understand the reasons for a particular decision. 
 
The limitations of this study lie in the small sample of 155 respondents. Although the 
questionnaire was distributed via social media, which ensured the representativeness of the 
sample, the authors suggest increasing the sample to at least 350 respondents for future research. 
A larger sample would also likely have an equal proportion of men and women, which is another 
limitation of this study. In the study conducted, the results could be considered biassed due to 
the higher proportion of women completing the questionnaire, which affects the final ranking 
results. 
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sensitivity analysis, but they react to the sweetness criterion. If the weighting of this criterion 
were increased significantly (above 0.4), Merlot Crni and Teran Crni would rise in the ranking 
and Plavac would fall, while the ranking of the red wine varieties would not change for the 
other criteria 
 
 
5. Conclusion 
 
The agricultural sector in Croatia is facing numerous challenges resulting from the lack of 
competitiveness of producers, problems with distribution and supply chains and a shortage of 
labour. Given the current geopolitical challenges, agriculture is becoming a matter of national 
interest, and without secure agricultural production there is no self-sustainability. The above 
reasons led to this research with the aim of improving the competitiveness of Croatian wine 
producers. 
 
The aim and purpose of this study is to demonstrate the importance of selected criteria for 
Croatian consumers when buying wine and to show which criteria influence consumers' 
decisions. For the purpose of this study a survey was conducted among 155 respondents from 
all over Croatia who are older than 18 years. The results were analysed using the multi-criteria 
decision making method, more specifically the Analytical Hierarchy Process method. The 
article presents both the application of the method itself and the analysis procedures. If the 
weightings of the criteria are distributed differently, the overall prioritisation of the red wines, 
where the difference between the first and second wine is negligible, could turn out differently 
and influence the overall ranking of the red wine varieties. The research results show that a 
regular Croatian wine consumer is on average between 36 and 45 years old, highly educated 
and lives in a family with a monthly income of up to 4,000 euros. In terms of purchasing habits, 
respondents stated that they usually buy wine directly from the producer. This behaviour 
indicates that consumers prefer local food that is characterised by a high social benefit on the 
one hand and are willing to support the economic growth of the local community on the other. 
In addition, the study found that consumers spend around €10 per bottle of wine and that they 
consume wine in a social context, such as family gatherings, dinners with friends or 
celebrations. 
 
The study also shows that consumers prefer domestic wines the most. In terms of wine 
characteristics, consumers prefer white, semi-sweet and semi-dry wines. According to the 
results of the study, when choosing wine Croatian consumers place the greatest value on the 
market characteristics of the wine, such as price and quality characteristics, i.e. sweetness and 
aroma of the wine. Characteristics such as geographical indication and vintage are considered 
less important. In terms of consumer preferences, i.e. the choice between the best white and red 
wine, Muscat Ottonel comes first for the choice of white wine and Plavac Mali for the choice 
of red wine. In this study the results show that Croatian consumers attach greater importance to 
the quality of the wine than to market characteristics such as price, and it is assumed that this 
has a major influence on the purchase. Each of the criteria has its advantages, and individual 
preferences play a major role in the decision-making process. As far as the method itself is 
concerned, the analytical hierarchy process can become complex and time-consuming for larger 
problems with many criteria and alternatives. The sensitivity analysis in this study has shown 
that the ranking of the wine types is stable across all criteria and that small changes in the 
preferences of the criteria have little or no influence on their ranking.   
 

The results of the analysis can depend on the subjective judgements of the respondents, which 
can influence the results. Another disadvantage is that the process of comparing pairs can be 
tedious and error-prone, especially with a large number of criteria and alternatives, but this 
consistency is controlled using the consistency coefficient. If respondents are not consistent in 
their comparisons, the results of a consistency check may also be unreliable. In addition to the 
disadvantages, the method also has its advantages. It enables a structured and clear approach to 
complex problems by breaking them down into hierarchical structures, which also facilitates 
understanding and analysis. It can also be used for different quantitative or qualitative types of 
problems and combine different measurement units and data types. The method enables the 
quantification of respondents' subjective criteria and preferences by converting them into 
numerical values that can be analysed. The decision-making process is transparent, making it 
easier to track and understand the reasons for a particular decision. 
 
The limitations of this study lie in the small sample of 155 respondents. Although the 
questionnaire was distributed via social media, which ensured the representativeness of the 
sample, the authors suggest increasing the sample to at least 350 respondents for future research. 
A larger sample would also likely have an equal proportion of men and women, which is another 
limitation of this study. In the study conducted, the results could be considered biassed due to 
the higher proportion of women completing the questionnaire, which affects the final ranking 
results. 
 
Acknowledgement  
This work was funded by the University of RIjeka under the project uniri-iskusni-drustv-23-
295 and a project from the project line ZIP UNIRI for the project ZIP-UNIRI-2023-4. 

 
 

REFERENCES 
 

Alpeza, I., Nižić, I., & Lukač, Z. (2023): What influences Croatian consumers’ wine choice? 
Tržište: časopis za tržišnu teoriju i praksu, 35(1), 41–56. 
https://doi.org/10.22598/mt/2023.35.1.41 
 
Charters, S., & Pettigrew, S. (2007): The dimensions of wine quality. Food Quality and 
Preference, 18(7), 997–1007. https://doi.org/10.1016/j.foodqual.2007.04.003  

Croatian Bureau of Statistics, https://dzs.gov.hr/ 

de-Magistris, T., Gracia, A., & Albisu, L. M. (2014): Examining Spanish consumers' 
preferences for premium red wine attributes using best–worst scaling. Spanish Journal of 
Agricultural Research, 12(3), 529–541. https://doi.org/10.5424/sjar/2014123-5107 
 
Dlačić, J. & Kadić-Maglajlić, S. (2013): The role of gender and situational factors in wine 
consumption of generation Y. South East European Journal of Economics and Business 
(SEEJ), 8(1), 48-56. https://doi.org/10.2478/jeb-2013-0008   
 
Dubois, M., Agnoli, L., Cardebat, J., Compes, R., Faye, B., Frick, B., Gaeta, D., Giraud-Heraud, 
E., Le Fur, E., Livat, F. (2021): Did Wine Consumption Change During the COVID-19 
Lockdown in France, Italy, Spain, and Portugal?, Journal of Wine Economics, 16(2), 131-
168. https://doi.org/10.1017/jwe.2021.19 
 



378 14th INTERNATIONAL SCIENTIFIC CONFERENCE

Garcia-Cortijo, M. C., Villanueva, E. C., Castillo-Valero, J. S., Li, Y. (2019): Wine 
consumption in China: Profiling the 21st century Chinese wine consumers, Ciencia e Tecnica 
Vitivinicola, 34(2), 71-83. https://doi.org/10.1051/ctv/20193402071  
 
Jalić, N., Ostojić, A., & Vaško, Ž. (2022): The AHP quantification of student population 
attitudes in wine purchasing. Agriculture and Forestry, 68(1), 207–217. 
https://doi.org/10.17707/AgricultForest.68.1.13 
 
Katunar, J., Vretenar, N., Filipas, A. M., Jardas Antonić, J., & Prudky, I. (2024): 
Recognising wine quality – Examining demographic influences and consumer preferences. 
Zbornik Veleučilišta u Rijeci, 12(1), 301–320. https://hrcak.srce.hr/clanak/458965 
 
Kaštelan Mrak, M., Kaštelan, K. (2023): Iskustvena dobra – implikacije sagledavanja vina 
kao iskustvenog dobra, Izazovi vinskog sektora u Republici Hrvatskoj, Katunar, J. & Vretenar, 
N. (Eds), Sveučilište u Rijeci, 101-113. 
 
Kovačić, D., Šantalab, A., & Mesić, Ž. (2021): Poznatost i zadovoljstvo potrošača vinima 
hrvatskih autohtonih sorti. U V. Rozman & Z. Antunović (Ur.), 56. hrvatski i 16. međunarodni 
simpozij agronoma: zbornik sažetaka (str. 226-230). Osijek: Fakultet agrobiotehničkih znanosti 
Osijek. 

Lutskova, V., Martirosyan, I., & Krupytska, L. (2020): Analysis of consumer preferences when 
choosing wine. Ukrainian Journal of Food Science, 8(1), 159–168. 
https://doi.org/10.24263/2310-1008-2020-8-1-15 

Mardani A. et al. (2015): Multiple criteria decision-making tech niques and their applications 
– A review of the literature from 2000 to 2014. Economic Research 28(1), 516-571. DOI: 
10.1080/1331677X.2015.1075139   

Moralić, S., & Pandža Bajs, I. (2014): Analiza obilježja hrvatskih potrošača generacije Y u 
potrošnji vina. Zbornik Ekonomskog fakulteta u Zagrebu, 12(2), 1-16. Preuzeto s 
https://hrcak.srce.hr/132979 

Radman, M., Kovačić, D., & Gašparec-Skočić, L. (2004): Wine perception and consumption 
among young adults in Croatia. U XXVIII. World Congress of Vine and Wine, Book of Abstracts 
(str. 137). Beč: Organisation Internationale de la Vigne et du Vin., Wine perception and 
consumption among young adults in Croatia 

Radovanović, V., Đorđević, D. Ž., & Petrović, J. (2017): Wine marketing: Impact of 
demographic factors of Serbian consumers on the choice of wine. Economic Themes, 55(2), 
199–215. https://doi.org/10.1515/ethemes-2017-0012 

Saaty T.L. (2008): Decision making with the analytic hie rarchy process. International Journal 
of Services Sciences 1(1), 83-98. 10. Saaty T.L., Vargas L.G. (2012). Models, methods, 
concepts & applications of the analytic hierarchy process. Boston, MA: Springer. 

Saaty T.L., Vargas L.G. (2012): Models, methods, concepts & applications of the analytic 
hierarchy process. Boston, MA: Springer. 

Stockley, C. S., Taylor, A.W., Montgomerie, A., Dal Grande, E. (2017): Changes in wine 
consumption are influenced most by health: results from a population survey of South 
Australians in 2013, International Journal of Wine Research, 9, 13-22. 
https://doi.org/10.2147/IJWR.S126417  

Verdonk, N., Ristic, R., Culbert, J., Pearce, K., & Wilkinson, K. (2020): Understanding 
Australian Wine Consumers’ Preferences for Different Sparkling Wine Styles. Beverages, 
6(1), 14. https://doi.org/10.3390/beverages6010014   

von Wright, G. H. (1963): The Logic of Preference, Edinburgh: Edinburgh University Press 

Vretenar, N., Katunar, J., & Zaninović, V. (2023): Determinante učestalosti konzumacije vina 
u Hrvatskoj. Ekonomski vjesnik/Econviews - Review of Contemporary Business, 
Entrepreneurship and Economic Issues, 36(2), 399–408. https://doi.org/10.51680/ev.36.2.14 

Zeithaml, V. A. (1988): Consumer perceptions of price, quality, and value: A means-end 
model and synthesis of evidence. Journal of Marketing, 52(3), 2–22. 
https://doi.org/10.1177/002224298805200302 

 

 



379REGION, ENTREPRENEURSHIP, DEVELOPMENT

Garcia-Cortijo, M. C., Villanueva, E. C., Castillo-Valero, J. S., Li, Y. (2019): Wine 
consumption in China: Profiling the 21st century Chinese wine consumers, Ciencia e Tecnica 
Vitivinicola, 34(2), 71-83. https://doi.org/10.1051/ctv/20193402071  
 
Jalić, N., Ostojić, A., & Vaško, Ž. (2022): The AHP quantification of student population 
attitudes in wine purchasing. Agriculture and Forestry, 68(1), 207–217. 
https://doi.org/10.17707/AgricultForest.68.1.13 
 
Katunar, J., Vretenar, N., Filipas, A. M., Jardas Antonić, J., & Prudky, I. (2024): 
Recognising wine quality – Examining demographic influences and consumer preferences. 
Zbornik Veleučilišta u Rijeci, 12(1), 301–320. https://hrcak.srce.hr/clanak/458965 
 
Kaštelan Mrak, M., Kaštelan, K. (2023): Iskustvena dobra – implikacije sagledavanja vina 
kao iskustvenog dobra, Izazovi vinskog sektora u Republici Hrvatskoj, Katunar, J. & Vretenar, 
N. (Eds), Sveučilište u Rijeci, 101-113. 
 
Kovačić, D., Šantalab, A., & Mesić, Ž. (2021): Poznatost i zadovoljstvo potrošača vinima 
hrvatskih autohtonih sorti. U V. Rozman & Z. Antunović (Ur.), 56. hrvatski i 16. međunarodni 
simpozij agronoma: zbornik sažetaka (str. 226-230). Osijek: Fakultet agrobiotehničkih znanosti 
Osijek. 

Lutskova, V., Martirosyan, I., & Krupytska, L. (2020): Analysis of consumer preferences when 
choosing wine. Ukrainian Journal of Food Science, 8(1), 159–168. 
https://doi.org/10.24263/2310-1008-2020-8-1-15 

Mardani A. et al. (2015): Multiple criteria decision-making tech niques and their applications 
– A review of the literature from 2000 to 2014. Economic Research 28(1), 516-571. DOI: 
10.1080/1331677X.2015.1075139   

Moralić, S., & Pandža Bajs, I. (2014): Analiza obilježja hrvatskih potrošača generacije Y u 
potrošnji vina. Zbornik Ekonomskog fakulteta u Zagrebu, 12(2), 1-16. Preuzeto s 
https://hrcak.srce.hr/132979 

Radman, M., Kovačić, D., & Gašparec-Skočić, L. (2004): Wine perception and consumption 
among young adults in Croatia. U XXVIII. World Congress of Vine and Wine, Book of Abstracts 
(str. 137). Beč: Organisation Internationale de la Vigne et du Vin., Wine perception and 
consumption among young adults in Croatia 

Radovanović, V., Đorđević, D. Ž., & Petrović, J. (2017): Wine marketing: Impact of 
demographic factors of Serbian consumers on the choice of wine. Economic Themes, 55(2), 
199–215. https://doi.org/10.1515/ethemes-2017-0012 

Saaty T.L. (2008): Decision making with the analytic hie rarchy process. International Journal 
of Services Sciences 1(1), 83-98. 10. Saaty T.L., Vargas L.G. (2012). Models, methods, 
concepts & applications of the analytic hierarchy process. Boston, MA: Springer. 

Saaty T.L., Vargas L.G. (2012): Models, methods, concepts & applications of the analytic 
hierarchy process. Boston, MA: Springer. 

Stockley, C. S., Taylor, A.W., Montgomerie, A., Dal Grande, E. (2017): Changes in wine 
consumption are influenced most by health: results from a population survey of South 
Australians in 2013, International Journal of Wine Research, 9, 13-22. 
https://doi.org/10.2147/IJWR.S126417  

Verdonk, N., Ristic, R., Culbert, J., Pearce, K., & Wilkinson, K. (2020): Understanding 
Australian Wine Consumers’ Preferences for Different Sparkling Wine Styles. Beverages, 
6(1), 14. https://doi.org/10.3390/beverages6010014   

von Wright, G. H. (1963): The Logic of Preference, Edinburgh: Edinburgh University Press 

Vretenar, N., Katunar, J., & Zaninović, V. (2023): Determinante učestalosti konzumacije vina 
u Hrvatskoj. Ekonomski vjesnik/Econviews - Review of Contemporary Business, 
Entrepreneurship and Economic Issues, 36(2), 399–408. https://doi.org/10.51680/ev.36.2.14 

Zeithaml, V. A. (1988): Consumer perceptions of price, quality, and value: A means-end 
model and synthesis of evidence. Journal of Marketing, 52(3), 2–22. 
https://doi.org/10.1177/002224298805200302 

 

 



380 14th INTERNATIONAL SCIENTIFIC CONFERENCE

A scientific paper 
Almir Klico, Ph. D. candidate 
Faculty of Economics, University of Zenica, Bosnia and Herzegovina 
E-mail address: almir.klico@gmail.com 
 
Almir Peštek, Ph. D. 
School of Economics and Business, University of Sarajevo, Bosnia and Herzegovina 
E-mail address: almir.pestek@efsa.unsa.ba 

 
 

EMBRACING IMMERSIVE EXPERIENCES: EXPLORING USER 
ACCEPTANCE OF AUGMENTED REALITY AND VIRTUAL REALITY 

TECHNOLOGIES IN BOSNIA AND HERZEGOVINA 
 
 

ABSTRACT 
 

With the increasing prevalence of augmented and virtual reality (AR/VR) technologies in 
Bosnia and Herzegovina (BiH), understanding the readiness for their acceptance is crucial. 
This research aims to explore the readiness of individuals in BiH to adopt AR/VR technologies. 
Utilizing qualitative research techniques – focus groups with various participants, it sheds light 
on perceptions, understanding, and factors influencing the adoption of immersive AR/VR 
technologies among individuals in BiH. The findings reveal an awareness among individuals 
in BiH of the distinctive qualities of AR/VR. By highlighting the evolving landscape of AR/VR 
technologies in BiH, the study underscores the significance of understanding and leveraging 
new technologies for users and marketers. The insights provided aim to inform decision-making 
processes regarding the integration and use of AR/VR technologies in BiH, facilitating their 
broader acceptance and effective implementation. 
 
Key words: Immersive technologies, virtual reality (VR), augmented reality (AR), digital  
                   marketing, Bosnia and Herzegovina. 
 
 
1. Introduction 
 
In the contemporary digital age, technology represents more than just a tool; it embodies a 
complex system born out of human inventiveness and expertise, aimed at achieving specific 
goals (Volti, 2014). The rapid evolution of technology profoundly impacts marketing systems, 
particularly in the realm of digital media technologies used for promotional and professional 
purposes. While an increase in market value is anticipated, questions arise regarding the future 
applications and broader implications of such technology (Chadha, 2019; Rolph, 2016). These 
modern technologies have fundamentally reshaped modern marketing practices, significantly 
influencing how companies communicate with their clients and promote their products 
(Breidbach & Maglio, 2016; Grewal et al., 2019; Pagani & Pardo, 2017). Digital technology 
plays an indispensable role in shaping consumer journeys (Dellaert, 2019; Hildebrand & 
Schlager, 2019; Novak & Hoffman, 2019), simultaneously impacting customer-centric 
strategies and brand-building efforts (Hamilton, 2016; Swaminathan et al., 2020). 
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1. Introduction 
 
In the contemporary digital age, technology represents more than just a tool; it embodies a 
complex system born out of human inventiveness and expertise, aimed at achieving specific 
goals (Volti, 2014). The rapid evolution of technology profoundly impacts marketing systems, 
particularly in the realm of digital media technologies used for promotional and professional 
purposes. While an increase in market value is anticipated, questions arise regarding the future 
applications and broader implications of such technology (Chadha, 2019; Rolph, 2016). These 
modern technologies have fundamentally reshaped modern marketing practices, significantly 
influencing how companies communicate with their clients and promote their products 
(Breidbach & Maglio, 2016; Grewal et al., 2019; Pagani & Pardo, 2017). Digital technology 
plays an indispensable role in shaping consumer journeys (Dellaert, 2019; Hildebrand & 
Schlager, 2019; Novak & Hoffman, 2019), simultaneously impacting customer-centric 
strategies and brand-building efforts (Hamilton, 2016; Swaminathan et al., 2020). 
 

The advancement of technology in the digital environment opens innovative opportunities for 
enterprises willing to invest in new technologies (Bonetti et al., 2022). As digital technologies 
progress, they become crucial for achieving strategic efficiency in marketing activities, making 
investments in digital technologies a necessary strategic endeavor (Georgiadis, 2022). 
Additionally, the emergence of Web 3.0 technologies and the development of the metaverse 
offer entirely new possibilities for creating alternative realities and engaging with consumers. 
 
Marketers increasingly utilize virtual and augmented reality technologies to create immersive 
experiences for brands. These technologies profoundly change the way of communicating with 
consumers, while preserving the brand's identity and key messages. Digital marketing heavily 
relies on internet infrastructure and technology. Therefore, it is crucial to understand the 
potential innovations that can reshape the operational landscape of digital marketing (Shahab 
et al., 2021; Peštek & Čičić, 2010; Christensen, 1997). Disruptive innovations stemming from 
modern technologies such as machine learning, artificial intelligence, virtual, and augmented 
reality are expected to significantly impact digital marketing and business practices in general. 
As a result, companies are confronted with the need to swiftly make decisions and enhance their 
information and communication technologies. This places digital marketing at the forefront of 
their operations, influencing consumer perceptions. 
 
In a world where technological advancement increasingly becomes an integral part of everyday 
life, augmented and virtual reality (AR/VR) technologies emerge as revolutionary tools that 
change the way we perceive and interact within the digital environment. Introducing these 
immersive technologies brings the potential for transforming various industries, including 
education, tourism, marketing, medicine, and many others. In Bosnia and Herzegovina, where 
the technological landscape is rapidly evolving, understanding the readiness for acceptance and 
adoption of AR/VR technologies becomes a critical issue for further progress and acceptance 
of technological innovations. Therefore, this paper explores the specific situation in BiH to 
uncover how individuals perceive, accept, and utilize AR/VR technologies and how their 
readiness for adoption can shape the future of these technologies. This analysis enables a better 
understanding of the needs and challenges associated with the integration of AR/VR 
technologies in BiH and provides guidelines for their successful introduction and 
implementation in various sectors of society. 
 
 
2. Theoretical background 
 
The concept of AR dates to the 1950s, but it was not popularized until Tom Caudell and David 
Mizell used the term in 1990 (Berryman, 2012). The definition of AR encompasses the 
integration of digital information with the real world in real-time (Azuma, 1997; Feiner et al., 
1993; Milgram et al., 1995). 
 
Numerous studies explore the application of AR in various fields, including technology 
development (Zhou et al., 2008), the impact on social interactions (Miller et al., 2019), tourism 
(Yin et al., 2021), marketing (Hoffman et al., 2022; Tan et al., 2021), service management 
(Heller et al., 2021), and more. Thanks to the advancement of mobile devices and overall 
technological progress, AR is becoming increasingly accessible to a wide range of users 
(Billinghurst et al., 2015). 
This accessibility is changing consumer behavior patterns in purchasing and consuming 
products and services (Piancatelli et al., 2021; van Esch et al., 2019; Verhoef, 2021). 
Rauschnabel, Felix, and Hinsch (2019) had already emphasized that augmented reality would 
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play an increasingly important role in marketing strategies prediction that has been confirmed 
by subsequent studies. In this context, AR was described as a digital technology that merged 
computer-generated content, including images and sounds, with real-world data from the user's 
surroundings (Baek et al., 2018). Recent studies suggest that AR is rapidly becoming an integral 
part of marketing strategies across various industries. For instance, Kim et al. (2023) 
emphasizes the potential of AR to create compelling and personalized customer experiences, 
while Syed et al. (2022) highlights its capacity to allow consumers to visualize products in their 
own environment, interact with digital content in novel ways, and receive real-time feedback, 
all of which are transforming the traditional marketing landscape. 
 
AR offers marketers the opportunity to blend experiences from offline and online realms, 
facilitating consumers in maintaining realistic expectations about products (Fan et al., 2020). 
Despite being a long-standing technology with fundamental principles spanning decades, 
research examining the acceptance and application of AR in business and marketing remains 
limited in Bosnia and Herzegovina. 
 
Before AR gained prominence, there existed the concept of immersing users in an artificially 
constructed reality. While this idea traces back to early science fiction and fantasy literature, 
the initial iterations of "virtual reality" (VR) were panoramic images aimed at encompassing 
the viewer's field of vision, providing a sense of immersion in the depicted scene (Bown et al., 
2017). Panoramic images employed perspective techniques to enhance the sense of presence, 
while stereoscopic viewers further developed this concept by providing a more realistic 
impression of being in the displayed environment. 
 
The general use of technology like modern VR began with applications such as the Link 
Trainer, used for pilot training before and during World War II (Jeon, 2015). Modern virtual 
reality often employs head-mounted displays (HMDs) to immerse users in virtual 
environments, effectively isolating them from their physical surroundings. 
 
Researchers have explored the potential of VR in sectors such as retail (Krasonikolakis et al., 
2018), B2B marketing (Klico, 2022), fashion (Yaoyuneyong et al., 2018), manufacturing (Berg 
& Vance, 2017), tourism (Lee et al., 2020; Wei et al., 2019), healthcare (Fertleman et al., 2018), 
and as a research tool (Stadler at al., 2019). However, to fully harness their potential in 
enhancing consumer engagement and shaping future experiences, it is important to understand 
the various opportunities and applications of AR and VR. 
 
It is important to investigate the acceptance of AR and VR technologies among consumers in 
Bosnia and Herzegovina to better understand their perception and readiness for the adoption of 
these innovations into daily life. Examining their attitudes, perceptions, and expectations can 
provide key insights into how these technologies can be successfully integrated into business 
models, marketing strategies, and user experiences. Additionally, understanding the barriers 
and limitations that may affect the adoption of these technologies in the local context will enable 
the adaptation of strategies and practices to maximize the benefits of AR and VR in Bosnia and 
Herzegovina. 
 
Given the rapid evolution of technology, AR and VR promise revolutionary changes in how we 
interact with the digital world. In Bosnia and Herzegovina, these technologies can play a crucial 
role in the development of industry, tourism, education, and other sectors. Furthermore, further 
research into AR and VR in specific contexts in BiH, such as their application in education, 
cultural heritage, or industry, can reveal new ways to harness the potential of this technology 
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reality often employs head-mounted displays (HMDs) to immerse users in virtual 
environments, effectively isolating them from their physical surroundings. 
 
Researchers have explored the potential of VR in sectors such as retail (Krasonikolakis et al., 
2018), B2B marketing (Klico, 2022), fashion (Yaoyuneyong et al., 2018), manufacturing (Berg 
& Vance, 2017), tourism (Lee et al., 2020; Wei et al., 2019), healthcare (Fertleman et al., 2018), 
and as a research tool (Stadler at al., 2019). However, to fully harness their potential in 
enhancing consumer engagement and shaping future experiences, it is important to understand 
the various opportunities and applications of AR and VR. 
 
It is important to investigate the acceptance of AR and VR technologies among consumers in 
Bosnia and Herzegovina to better understand their perception and readiness for the adoption of 
these innovations into daily life. Examining their attitudes, perceptions, and expectations can 
provide key insights into how these technologies can be successfully integrated into business 
models, marketing strategies, and user experiences. Additionally, understanding the barriers 
and limitations that may affect the adoption of these technologies in the local context will enable 
the adaptation of strategies and practices to maximize the benefits of AR and VR in Bosnia and 
Herzegovina. 
 
Given the rapid evolution of technology, AR and VR promise revolutionary changes in how we 
interact with the digital world. In Bosnia and Herzegovina, these technologies can play a crucial 
role in the development of industry, tourism, education, and other sectors. Furthermore, further 
research into AR and VR in specific contexts in BiH, such as their application in education, 
cultural heritage, or industry, can reveal new ways to harness the potential of this technology 

to improve quality of life and societal development. Considering the fast-changing 
technological landscape, it is essential to continuously explore and discuss the opportunities 
and challenges that AR and VR bring to maximize their advantages and minimize potential 
drawbacks. Such research can serve as a foundation for making informed decisions and shaping 
strategies for future use of these technologies in Bosnia and Herzegovina. 
 
 
3. Research methodology 
 
This paper is based on research into consumers' intentions to use innovations in the field of 
AR/VR in Bosnia and Herzegovina, conducted through focus groups. Using a qualitative 
research method, the study will explore consumers' readiness in Bosnia and Herzegovina to 
accept AR/VR technological innovations and the factors influencing this readiness. The aim is 
to identify key factors shaping consumers' intentions to use AR/VR technologies and provide 
insights that can inform marketing strategies and the implementation of AR/VR technologies 
in Bosnia and Herzegovina. 
 
The main objective of the focus groups was to provide insights and perspectives on attitudes, 
opportunities, and challenges related to the use of AR/VR, as well as potential intentions for 
adopting these technologies. 
 
The research interest was sparked by the clear potential of these technologies, which remains 
largely untapped as innovation continues to evolve, motivating us to explore: 
 

1. How do consumers in Bosnia and Herzegovina first encounter augmented and virtual 
reality? 

2. What are the factors influencing the acceptance of augmented and virtual reality among 
consumers in Bosnia and Herzegovina? 

3. Is there readiness for the acceptance of virtual and augmented reality in Bosnia and 
Herzegovina? 

 
Focus groups were conducted as the primary method of data collection for this study. These 
interviews yielded detailed insights and information, chosen for their suitability in exploring 
the nuances of the research topic, integrating diverse perspectives, elucidating processes, and 
deriving shared understandings (Weiss, 2014). The authors plan to conduct quantitative 
research, where the findings from the focus groups, together with relevant theoretical 
frameworks, will serve as the basis for designing a research instrument that is yet to be 
developed in the next phase of the study. Through this approach, the researchers gained a 
comprehensive understanding of consumer perceptions, identified key factors influencing 
technology adoption, and established a foundation for further exploration and recommendations 
regarding their marketing applications. 
 
The study utilized a selective process for participant selection in focus groups, guided by 
predetermined criteria for homogeneity, such as familiarity with AR/VR terms, use of AR/VR 
applications, and age. Participation in the study was voluntary. Three focus groups were 
organized, each comprising a diverse population, with eight members in each group. The 
research was conducted in February 2024. 
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Table 1: Participant profile (coding) 
 

Focus Group Men Woman 
Group 1 M1, M2, M3, M4, M5 W1, W2, W3 
Group 2 M6, M7, M8, M9 W4, W5, W6, W7 
Group 3 M10, M11, M12, M13, M14 W8, W9, W10 

 
Source: Authors 

 
The initial focus group consisted of eight participants who had some familiarity with AR/VR 
terminologies but did not actively incorporate these technologies into their daily routines. This 
group represents an interesting demographic with awareness of the technologies, even though 
they were not fully integrated into their lifestyles. The second group comprised eight 
participants aged between 18 and 35, who were acquainted with AR/VR terms and utilized them 
in their everyday lives. The age cutoff at 35 years was chosen to differentiate between digitally 
native users, those who grew up with digital technologies—and older users who adopted such 
technologies later in life. This division is supported by literature suggesting that individuals 
under the age of 35 are generally more inclined to adopt emerging technologies such as AR/VR 
more quickly (Prensky, 2001; Klie, 2012). This segmentation enables a deeper understanding 
of generational differences in the perception and adoption of immersive technologies. This 
demographic represents an essential group that frequently explores novel technologies and 
innovations, and the objective of this group is to delve deeper into their attitudes, perceptions, 
and experiences concerning these technologies.  
 
The third group assembled eight participants who were familiar with AR/VR terms and 
integrated them into their daily activities. Consisting of individuals over 36 years old, this group 
represents a mature demographic that has embraced and adapted to modern technologies in their 
lifestyles. This group offers valuable insights into how older adults adapt to AR/VR 
technologies and contributes to understanding the impact of these technologies on their lives 
and daily activities. 
 
For the research purposes, a Semi-Structured Interview Protocol tailored to focus group 
participants was developed. This protocol was developed by the authors based on the works 
listed in the table below.  
 

Table 2: Interview guidelines 
 

Construct/Theme Question/Item References 
in literature 

Initial Encounter 
with AR/VR 
Technologies 

-How did you first come into contact with augmented reality and virtual 
reality technologies? 

- 

Perceived 
benefits/Performance 
expectancy 

-How do you perceive the potential benefits of augmented reality and 
virtual reality technologies in your daily life, considering their potential 
to facilitate task completion, expedite processes, or enhance 
productivity, even if you currently do not use them? 
-How would you describe your perspective on how augmented reality 
and virtual reality technologies could enhance your daily life and assist 
you in completing tasks more efficiently, and do you believe their usage 
could increase your productivity? 
-Could you outline the benefits you observe in your everyday life by 
using augmented reality and virtual reality applications, particularly in 
terms of their utility in completing daily tasks and increasing 
productivity? 

-Venkatesh 
et al. (2012) 
-Venkatesh 
et al. (2003) 
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-How would you describe your experience using augmented and virtual 
reality technologies in terms of ease of learning, interaction, and 
navigation, as well as the overall perceived ease of use, considering your 
experience? 

-Venkatesh 
et al. (2012) 
-Venkatesh 
et al. (2003) 

Social Influence -How would you describe the influence of the opinions of significant 
individuals in your life on the potential use of augmented and virtual 
reality technologies, particularly considering the recommendations of 
people who matter to you and whose opinions you value? 
-How would you describe the impact of the attitudes and expectations 
of significant individuals in your life on your use of augmented and 
virtual reality technologies? 
-How would you characterize the influence of important individuals in 
your life on your decision to use augmented reality and virtual reality 
technologies, considering their opinions on the matter, as well as the 
influence of individuals who have a significant impact on your behavior 
and opinions that you value? 

-Venkatesh 
et al. (2012) 
-Venkatesh 
et al. (2012) 

Facilitating condition -How would you describe your current capabilities and circumstances 
that could affect your readiness to use augmented and virtual reality 
technologies, including the availability of necessary hardware, 
compatibility with other technologies, and the possibility of receiving 
assistance from others if you encounter difficulties in using AR/VR 
technologies? 
-How would you describe your experience with the availability of 
necessary resources, compatibility with other technologies, and support 
from other users in using augmented and virtual reality technologies, 
considering that you already use AR/VR applications? 
-How would you describe your current capabilities and circumstances 
influencing your readiness to use augmented reality and virtual reality 
technologies, including the availability of necessary hardware, 
compatibility with other technologies you use, and the possibility of 
receiving assistance from others in case of difficulties using AR/VR 
technologies? 

-Venkatesh 
et al. (2012) 
-Venkatesh 
et al. (2003) 

Hedonic motivation -How would you describe your emotional reactions and satisfaction you 
might experience when using augmented and virtual reality 
technologies, including the enjoyment, sense of satisfaction, and 
pleasure that such experiences would provide you? 
-How would you describe your subjective experience using augmented 
and virtual reality applications, considering the pleasure, entertainment, 
and relaxation they offer, and how do these experiences influence your 
motivation for further use of these technologies? 
-How would you describe the enjoyment and satisfaction you derive 
from using augmented and virtual reality technologies, and how do 
these experiences affect your motivation for further use of these 
technologies? 

-Venkatesh 
et al. (2012) 
-Kim, 
Malhorta, 
Narasimhan 
(2005) 

Price value -How would you assess your opinion on the economic value of 
augmented and virtual reality technologies, including the perception of 
price, the price-quality ratio, and your overall opinion on the economic 
feasibility of investing in AR/VR technologies? 
-How would you describe your opinion on the price-value ratio of the 
AR/VR technologies you use, and how does that perception influence 
your decision to further use these technologies? 

-Azzahra & 
Kusumawati 
(2023) 
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Construct/Theme Question/Item References 
in literature 

-How would you rate the price of AR/VR technologies and their relation 
to their usefulness and quality, and how do these ratings affect your 
motivation for further use? 

Habit -How would you describe your perception of habit or need for using 
augmented and virtual reality technologies, considering your current 
situation (non-usage) and experience, and how would you describe your 
attitude towards potential future use of AR/VR technologies in your 
daily life? 
-How would you describe your attitude towards the use of AR/VR 
technologies, including your usage habits, dependency on these 
technologies, and perception of the necessity of their use in your daily 
life? 
-How would you describe your attitude towards the habit of using 
AR/VR technologies, including how often you use them, to what extent 
you feel dependent on them, and how necessary you consider their use 
in your daily life? 

-Limayem 
& Hirt 
(2003) 

Interactivity -How would you describe your attitudes towards interactivity in 
augmented and virtual reality technologies, and how would you assess 
how those interactive features could meet your needs or assist in 
completing various tasks, even if you currently do not use AR/VR 
applications? 
-How would you describe your experience with the interactivity of 
AR/VR applications, including their ability to meet your demands and 
facilitate task completion? 
-How would you describe your experience with the interactivity of 
AR/VR applications? Do you consider the interactive features in those 
applications adequate and useful for performing your tasks? 
 

-Batucan et 
al. (2022) 

IT Innovation -How would you describe your attitude towards innovation in 
information technology and experimenting with new technologies, and 
how open would you be to trying augmented and virtual reality 
technologies even if you currently do not use them? 
-How would you describe your inclination to experiment with new 
information technologies, including your motivation to try out new 
technologies like AR/VR applications, or others? 
-How would you describe your openness to new information 
technologies, particularly in the context of using AR/VR applications? 
Are you inclined towards exploring and experimenting with new 
technologies or do you prefer sticking to more familiar options? 

-Agarawal 
& Prasad 
(1998) 

Intention to use -How would you describe your plans and intentions for future use of 
augmented and virtual reality technologies, despite not currently using 
them? 
-How would you describe your intention to use AR/VR technologies, 
including your willingness to use them regularly in the future, 
considering your experience and current benefits from them? 
-How would you describe your long-term intentions for using 
augmented and virtual reality technologies? Do you see AR/VR 
technologies as an integral part of your future everyday life or do you 
plan for their frequent use in the future? 

-Yu et al. 
(2021) 
-Venkatesh 
et al. (2012) 

Relationship 
between technology 
and marketing. 

- How do you envision the role of augmented and virtual reality 
technologies and interaction with consumers? For instance, how would 
you like to see the implementation of AR/VR technologies in marketing 
campaigns and in what ways do you believe such innovations would 
enrich your consumer experience? 

-Loureiro et 
al., (2019) 

 
Source: Adapted by the authors 
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This framework enables a systematic and methodical approach to research, offering enhanced 
insight into participants' viewpoints, perceptions, and encounters concerning AR/VR 
technologies and their marketing dimensions. 
 
Additionally, the study's limitations include a restricted research sample size, potentially 
limiting the generalizability of findings to the broader population. Moreover, the minimal 
implementation of marketing strategies utilizing AR/VR technologies in 2024 could affect the 
relevance and applicability of research findings. Addressing these limitations, future research 
efforts should aim to employ larger and more diverse samples, consider broader geographical 
contexts, and monitor the evolution of technology implementation over time to provide a more 
comprehensive understanding of the subject matter. 
 
 
4. Findings and discussion 
 
The investigation into individual’s initial encounters with AR/VR technologies aims to deepen 
our understanding of their first exposures and experiences with these technologies. By fostering 
discussions about the various pathways and encounters that led to their familiarity with such 
technologies, the inquiry gathers relevant data to enrich the research. Among most respondents, 
AR/VR technologies were introduced through gaming and mobile phone usage. One response 
that stood out highlighted the significance of Pokémon Go in introducing users to AR: "My first 
encounter with AR was through playing the game Pokémon Go on my phone. I remember 
playing it even at work." This response not only confirms but also emphasizes the widespread 
popularity of Pokémon Go as one of the most prominent AR games to date (Landi, 2016). AR 
features have enhanced gaming experiences by introducing new levels of entertainment and 
interactivity, allowing users to engage with digital content in more immersive and dynamic 
ways. Additionally, by downloading mobile applications offering augmented reality features 
such as AR filters for photos and videos, users have been able to explore the practical 
applications of this technology in their daily lives. Through browsing online mobile app stores 
and digital game platforms, they have encountered various AR/VR contents and experimented 
with their functionalities, which has led to a deeper understanding of this technology before 
fully integrating it into their daily routines. 
 
Questions were posed regarding the anticipated benefits, aiming to delve deeper into 
participants' perceptions of the potential advantages of AR/VR technologies, even if they are 
not currently using them. The insights obtained could provide guidance for further development 
and implementation of AR/VR technologies across various life domains. 
 
Respondents in the focus groups showed a keen interest and identified tangible benefits in 
AR/VR applications, especially concerning the quicker completion of daily tasks and enhanced 
productivity. Their feedback indicates that these technologies offer innovative solutions to 
streamline various tasks, emphasizing practical uses like finding lost items or optimizing 
business task organization. 
 
Participants underscored how utilizing AR/VR apps enables more effective time and resource 
management, leading to expedited processes and increased productivity. The statement "I think 
AR could turn everyday tasks into something more enjoyable. For example, instead of boringly 
reading subjects on paper or a screen, imagine if each subject had its visual representation in 
augmented reality. That would definitely add an element of fun to the office, and maybe I would 
have more motivation to finish them more quickly." (M7) is in accordance with the research by 
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Shiue et al. (2019), which further corroborates the findings of De Serio et al. (2013) 
demonstrating that enhanced learning outcomes are attainable through visualization in a 
multimedia learning environment. 
In the discussion about usability and effort, participants expressed varying perceptions of the 
ease of use of AR/VR technologies. While some found the learning process relatively quick 
and intuitive, stating they easily adapted to new interfaces and features, others faced initial 
challenges. According to Venkatesh et al. (2003), the anticipated effort is crucial among the 
factors influencing the intention to use technology. Similar findings have been reported in other 
studies by Rahman et al. (2020) and L. Wang and Yi (2012). 
 
However, most participants noted that they became more comfortable using these technologies 
over time, and perceived usability increased with experience. This diverse range of perceptions 
indicates a wide spectrum of experiences with AR/VR technologies, with individuals 
encountering the learning process and interacting with these technologies differently. 
 
One participant responded: "At first, the learning process was a bit challenging, but I adapted 
over time. I believe these technologies are an exceptional tool with tremendous potential, but 
their complexity requires time and practice to fully harness." (M10). 
 
These statements align with previous research studies (Ameri et al., 2020; Attuquayefio and 
Addo, 2014), indicating that the level of technical support expected by users from managers in 
work environments, technical service departments, and equipment suppliers significantly 
influences their intention to continue using immersive technologies like VR. Therefore, when 
introducing advanced IT equipment, it is crucial to prioritize training, enhance users’ familiarity 
with the technology, and facilitate its convenient usage (Dalgarno et al., 2016; Myers et al., 
2017). 
 
This is consistent with the conclusions drawn by Chang et al. (2020) and Chien et al. (2020), 
suggesting the selection of VR devices with a simple interface and easy operation to facilitate 
a user-friendly experience. The research emphasizes the need for continuous education and 
support for users to facilitate their adoption of these technologies. By adapting user interfaces 
and providing clear usage guidelines, it is possible to enhance the user experience and 
encourage broader adoption of these technologies. 
 
As part of the research, participants shared their perspectives on the social impact of augmented 
and virtual reality technologies. This segment of the discussion illuminated a wide range of 
views and perceptions on how these technologies shape society and interpersonal interactions. 
The questions posed provided deeper insights into how the opinions of participants' close 
acquaintances influenced their decisions regarding the use of these technologies. 
 
Focus group participants emphasized the significant social influence on their decision to use 
AR/VR technologies: "Well, you know, if my friends and close people expressed interest in or 
supported the use of these technologies, I would definitely be more inclined to use them too. 
Close people play an important role in decision-making for me, so if everyone sees the value in 
these technologies, I would probably be more open to them as well." (M4). The opinions of 
their closest circles, such as family and friends, play a significant role in shaping attitudes 
towards these technologies. 
 
Social influence plays a crucial role in the acceptance and integration of AR/VR technologies. 
The findings are consistent with Gharaibeh et al. (2021), suggesting that social influence plays 
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a role in the intention to use mobile AR in tourism in Jordan. This indicates that users are more 
interested in the recommendations and attitudes of their reference groups (such as friends, 
family members, co-workers, and colleagues) in shaping their intention to adopt mobile AR. 
Previous studies in the domain of social influence have emphasized the significance and 
positive impact of family members, co-workers, reference groups, friends, and elders on users' 
intention to adopt a technology (Antines & Amaro, 2016; Kraut et al., 1998). 
 
In addition to providing support, the social environment can shape individuals' attitudes towards 
modern technologies. The opinions and experiences of close acquaintances can be instrumental 
in shaping an individual's stance on the use of AR/VR technologies. This aspect of the research 
highlights the complexity of the innovation adoption process, where social factors play a vital 
role alongside the technological characteristics of the products themselves. Furthermore, a 
sense of belonging and community support can have a positive impact on motivating 
individuals to explore and embrace new technological trends. Therefore, a thorough 
understanding and leveraging of social influences can be a significant factor in successfully 
integrating AR/VR technologies into everyday life. 
 
In the study, participants were asked to consider factors that could affect their ability and 
willingness to use AR/VR technologies. The question aimed to identify factors such as the 
availability of necessary resources, such as appropriate hardware and software, and the 
compatibility of these technologies with their current devices. Additionally, participants were 
encouraged to consider whether they had access to assistance or support in case of difficulties 
in using these technologies. 
 
Participants emphasized the importance of having the appropriate equipment, such as smart 
glasses or other specific devices, and wondered if their current devices supported such 
technologies. Most participants expressed a willingness to seek help from others to overcome 
any obstacles in using AR and VR technologies. This attitude of openness to seeking support 
underscores the importance of accessibility and assistance in the process of adopting and using 
these technologies. 
 
One participant answered: "Honestly, I have access to all the necessary resources for using 
augmented and virtual reality technologies. My smartphones and computer support these 
technologies. As for assistance, everything can be found on the internet or forums." (M7). The 
responses were in line with the findings of Kocaleva et al. (2015), who surveyed 92 teachers to 
examine their attitudes toward e-learning. The study revealed that facilitating conditions had 
the most significant impact on their intention to use new technology. Among the seven UTAUT 
factors analyzed in the research, effort expectancy (86.4%) and facilitating conditions 
demonstrated the strongest effects (79.62%). 
 
Responses highlight that support and resource availability are crucial for ensuring the successful 
introduction of new technologies, especially in the context of users with less experience in 
technology. Therefore, ensuring access to affordable educational materials and readily available 
support resources can significantly facilitate the adaptation process and enhance user 
experience with AR and VR technologies. 
 
Hedonistic motivation, often associated with pleasure and enjoyment, plays a significant role 
in shaping attitudes and behaviors towards the adoption of technologies. This type of motivation 
stems from a desire for enjoyment and entertainment and can significantly influence how people 
perceive and use technologies. 
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In the study, participants were invited to share their opinions and experiences related to 
hedonistic motivation in the context of AR/VR technologies, providing insight into the factors 
contributing to their acceptance and usage. Responses from focus group participants clearly 
demonstrate the presence of hedonistic motivation in the use of AR/VR technologies. Some of 
the participants' responses were: 
 
"I imagine I would feel like I've stepped into some futuristic world!" (M1). 
"Oh, it's super fun. Virtual reality feels really, really amazing!" (W5). 
"I have no words for virtual reality, it's a completely new dimension. Does it need more 
motivation?" (M11). 
"AR is interesting, but virtual reality is something fantastic." (M9). 
 
These responses are consistent with the study conducted by Faqih & Jaradat (2021), which 
indicates that hedonic motivation, focusing on the enjoyment and pleasure derived from using 
technology, positively influences the intention to adopt AR technology. This finding is in line 
with previous research results (Paulo et al., 2018; Kim & Hall, 2019; Salimon et al., 2017), 
suggesting that higher hedonic motivation correlates with a greater intention to adopt AR 
technology. This reinforces the significance of hedonic motivation in predicting a higher level 
of behavioral intention across various domains of information technology adoption. 
 
Their statements highlight a desire to experience exciting and futuristic worlds, suggesting that 
these participants view such experiences as a source of entertainment and pleasure. Their 
enthusiasm indicates that using AR/VR technologies represents a positive emotional experience 
for them, encouraging them to further explore and use these technologies for entertainment and 
enjoyment. 
 
The study further explores the role of hedonistic motivation in the context of using AR/VR 
technologies, emphasizing how this dimension of experience plays an important role in 
attracting users and maintaining their engagement. By creating rich and interactive content, it 
is possible to create experiences that are not only entertaining but also deeply satisfying for 
users, encouraging them to regularly return and explore new possibilities. This approach not 
only contributes to the widespread adoption of AR/VR technologies but also opens doors to 
innovative forms of entertainment and interaction in the digital world. 
Questions about perceived value explore participants' subjective perception of the relationship 
between the price and quality of AR/VR technologies. The focus of these questions is on how 
participants perceive the adequacy of the price concerning the functionalities, performance, and 
other characteristics of these technologies. Additionally, it investigates their overall attitude 
towards investing in such technologies, in line with their perceptions of expected value and 
benefits. 
 
While some participants emphasize awareness of the high costs of these technologies, 
considering them as barriers, others express a readiness to invest in technologies they see as 
useful and valuable. One of the participants' responses was: "Basically, for me, it's important 
that the perceived value justifies the money spent in order for me to be motivated to continue 
using these technologies." (M12). 
 
This answer is in line with a study conducted by Gharabieh et al. (2021), where the significant 
relationship between price value and the intention to use mobile AR in tourism has been 
confirmed. Accordingly, respondents consider price value to be an important factor when 
deciding whether to accept or reject technology. Conversely, when the perceived benefits and 
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considering them as barriers, others express a readiness to invest in technologies they see as 
useful and valuable. One of the participants' responses was: "Basically, for me, it's important 
that the perceived value justifies the money spent in order for me to be motivated to continue 
using these technologies." (M12). 
 
This answer is in line with a study conducted by Gharabieh et al. (2021), where the significant 
relationship between price value and the intention to use mobile AR in tourism has been 
confirmed. Accordingly, respondents consider price value to be an important factor when 
deciding whether to accept or reject technology. Conversely, when the perceived benefits and 

features of mobile AR in tourism increase in proportion to the financial cost required to use 
these systems, customers are more likely to be inclined to adopt mobile AR. This perspective 
aligns with the original UTAUT framework, which posited that users would consider adopting 
a technology if its benefits outweigh the costs (Venkatesh et al., 2012). 
 
The influence of price value on customers' intention to use has been supported in numerous 
prior studies (Jung et al., 2016; Yuan et al., 2015; Tak & Panwar 2017). Therefore, it is 
important to emphasize that the perception of the value of AR/VR technologies often arises 
from users' expectations and the practical possibilities these technologies provide. 
 
These responses underscore the significant role of perception and cost-effectiveness in making 
decisions about further use of these technologies. Their perception of the value of technologies 
can have a significant impact on their motivation for further exploration and use, so it is 
important to continuously work on improving the user experience and demonstrating the 
practical benefits that AR/VR technologies can bring. 
 
The widespread adoption of technologies, including AR/VR, is evident in the increasing 
number of users worldwide incorporating these tools into their daily routines. Understanding 
the usage patterns and behaviors associated with these technologies is crucial to comprehending 
their impact, dependence, and role in users' lives. 
 
Based on the responses gathered, it is evident that there is a diversity of perception and usage 
habits concerning AR/VR technologies among respondents. While some acknowledge the 
potential benefits and foresee future utilization in various aspects of life, such as entertainment, 
education, or professional development, others have already integrated these technologies into 
their daily routines and use them regularly. Although not experiencing a strong dependence, 
they recognize the utility of AR/VR as valuable tools in the digital age. 
 
Conversely, some respondents currently do not perceive the need or habit for using these 
technologies but remain open to future adoption depending on evolving needs and technological 
advancements. One participant expressed: "I use AR filters and similar features regularly. I 
wouldn't say I'm addicted, but I am accustomed to using them. I find them useful in today's 
digital age, especially AR." (M6). 
 
This response resonates with a study by Wen et al. (2023), which explored the use of AR/VR 
applications in heritage monuments. These diverse responses underline the importance of 
understanding user attitudes and needs to inform the development and adaptation of AR/VR 
technologies. This insight is vital for devising strategies that cater to various user requirements 
and preferences, ultimately fostering broader acceptance and usage of these technologies in the 
future. 
 
In the contemporary digital landscape, interactivity stands as a pivotal element shaping user 
engagement with technologies. Augmented reality and virtual reality applications underscore 
the significance of interactivity, as they possess the ability to transform passive observation into 
dynamic engagement. One participant articulated this sentiment: "I use AR/VR precisely 
because of their interactivity. The ability to communicate with objects around us in the virtual 
world is inherently fascinating. Of course, they make performing all tasks easier in this way." 
(M7). 
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This observation resonates with existing research, indicating that interactivity with AR apps 
significantly influences consumer attitudes and behavioral intentions (McLean & Wilson, 2019; 
Park & Yoo, 2020). Through the responses garnered from focus group participants, it becomes 
evident that interactivity holds a crucial role in shaping the perception and experience of using 
AR and VR applications. Even participants who do not currently utilize these technologies 
acknowledge the importance of interactivity in enhancing user experience and facilitating task 
completion in an enjoyable manner. 
 
Conversely, users already immersed in these technologies express satisfaction with their 
interactive features, emphasizing their role in streamlining daily tasks. These responses 
collectively highlight interactivity as a fundamental aspect in augmenting user experience and 
fostering continued engagement with AR and VR applications. Interactive functionalities not 
only empower users to actively participate but also stimulate their curiosity and eagerness to 
explore further. Therefore, it is imperative to develop applications that offer diverse interactive 
capabilities to cater to varying user preferences and needs. By doing so, widespread acceptance 
and sustained usage of AR and VR technologies can be achieved in the long term. 
 
In today's digital era, embracing innovation in information technologies is pivotal for shaping 
both our personal lives and businesses. This openness extends beyond merely accepting new 
technologies; it involves a willingness to explore and experiment with them. Many individuals 
actively track emerging technological trends, eagerly embracing innovative applications, 
devices, or software as they emerge in the market. This proactive approach not only keeps users 
abreast of digital advancements but also fosters a culture of continuous learning and growth in 
the IT domain. 
 
As a result, research on individuals' inclination towards IT innovations often centers on their 
readiness to explore new technologies, to be early adopters, and to experiment with them to 
enrich their digital experiences. The diverse attitudes observed among participants in focus 
groups regarding new information technologies underscore the breadth of perspectives in how 
people perceive and embrace innovations. While some exhibit enthusiasm and eagerness to 
explore novel technologies, others exercise caution and prefer sticking to familiar options. 
 
Some of the responses were: "I enjoy exploring and keeping up with trends. Technologies like 
AR/VR currently hold a lot of promise. Just the other day, I read that new, better VR glasses 
have been released. Pretty cool, right?" (M9), and "When it comes to new information 
technologies, I always maintain a certain level of caution and approach with moderate interest. 
I believe in the value of innovation, but at the same time, I appreciate playing it safe." (M14). 
 
This spectrum of attitudes underscores the importance of striking a balance between embracing 
new technological solutions and retaining the security provided by familiar tools. Moreover, it 
emphasizes the significance of acknowledging individual preferences and approaches towards 
technological changes, which are instrumental in successful technological adoption and 
integration into daily routines. 
 
These findings resonate with a study by Agarawal & Prasad (1998), suggesting that personal 
innovativeness in IT could enhance comprehensive models of technology implementation, 
influencing decisions related to technology adoption. Given the diverse perspectives of users, 
it is imperative to offer flexible options and support mechanisms that cater to their individual 
needs and preferences. Additionally, continuous education and awareness initiatives about new 
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technological changes, which are instrumental in successful technological adoption and 
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These findings resonate with a study by Agarawal & Prasad (1998), suggesting that personal 
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influencing decisions related to technology adoption. Given the diverse perspectives of users, 
it is imperative to offer flexible options and support mechanisms that cater to their individual 
needs and preferences. Additionally, continuous education and awareness initiatives about new 

technologies play a pivotal role in fostering trust and promoting the widespread acceptance of 
innovations in broader societal contexts. 
 
Augmented reality and virtual reality offer novel ways to engage with both the physical 
environment and the digital realm. As these technologies become more integrated into our daily 
activities, understanding users' intentions to use them becomes crucial. Analyzing the intention 
to use AR and VR provides valuable insights into how people perceive their utility and potential 
benefits across different aspects of life. Researching users' intentions regarding these 
technologies’ sheds light on their readiness to adopt them in the future and their anticipated 
frequency of use in daily activities. The expressed intentions and attitudes of participants 
towards the future use of AR and VR technologies generally demonstrate optimism and 
openness. Even among those who currently do not use these technologies, there is a notable 
interest in their future utilization due to the recognized value and potential they offer. Some of 
the participants’ responses were: 
 
"While I'm not presently using AR and VR technologies, I'm intrigued by their potential future 
applications. I believe these technologies could greatly enhance experiences in various 
domains, including education, entertainment, and even the workplace." (W1). 
 
"My intention to incorporate AR/VR technologies into my routine is aimed at regular use in the 
future. As I strive to stay updated on technological trends, I envision integrating these 
technologies into my daily life. I anticipate that further advancements will lead to more 
opportunities and enhanced applications, enriching my overall experience." (W5). 
 
"I'm not currently utilizing these technologies, but I recognize their increasing relevance. I plan 
to explore them more openly in the future." (W2). 
 
These responses are consistent with findings from studies on behavioral intention to use 
technology (Baabdullah et al., 2019; Badran, 2019; Macedo, 2017; Merhi et al., 2019). The 
attitudes of research participants clearly indicate a desire to integrate AR and VR technologies 
into various aspects of everyday life, such as education, entertainment, and professional 
development. Their expressed intention to regularly use these technologies in the future reflects 
a belief in their continued development and the anticipation of new possibilities they may bring. 
Ultimately, these responses suggest that AR and VR technologies will become pervasive, 
offering novel modes of interaction and enriching daily experiences. This widespread 
acceptance and utilization lay the foundation for further research and innovation in the field, 
unlocking diverse applications and opportunities across various spheres of human activity. 
 
Technology and marketing have forged an inseparable alliance, fundamentally reshaping how 
companies interact with their target audience. The rapid pace of technological advancement 
continuously revolutionizes marketing strategies, introducing new tools and platforms for 
promoting products and services. Consequently, understanding the intricate relationship 
between technology and marketing becomes paramount for effectively positioning brands and 
attaining marketing objectives. Analyzing focus group participants' perceptions of this 
relationship provides valuable insights into their attitudes, perceptions, and expectations 
concerning the integration of technological innovations in the marketing domain. 
 
From the analysis of participants' responses, it is evident that there exists a spectrum of views 
and perceptions regarding the role of technology in marketing. Some participants recognize the 
transformative potential of technological innovations in revolutionizing marketing strategies, 
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particularly through the adoption of virtual reality and interactive advertisements. For instance, 
one participant expressed, "I think technology can make a real revolution in marketing. Imagine 
being able to try out a product before you buy it, all through virtual reality! That would be 
amazing, wouldn't it? And not only does it have, but also interactive ads that respond to your 
gestures or voice commanded. Technology has become part of marketing, as far as I can see." 
(M7). This sentiment aligns with prior research, which has demonstrated that the virtual try-on 
experience with personalized virtual avatars can foster a positive attitude toward shopping 
technology and increase purchase intention (Chevalier & Lichtle, 2012; Keh et al., 2016; 
Plotkina & Saurel, 2019). 
 
Conversely, others underscore the importance of consumers adapting to technological changes 
to remain abreast of the digital landscape's evolution. This underscores the dynamic nature of 
the relationship between technology and marketing, wherein innovations continually evolve to 
meet consumers' evolving needs. Ultimately, technology emerges as a pivotal tool in the 
marketer's arsenal, enabling brands to engage their target audience in novel and compelling 
ways. Through interactive experiences and personalized communication, technological 
innovations have the capacity to transform passive observers into actively engaged consumers. 
Moreover, as the technological landscape advances, consumers must embrace these changes to 
fully harness the benefits of the digital age. This entails embracing new technologies and 
acquiring the necessary skills to leverage them effectively, thereby enhancing their overall 
experience. 
 
Ultimately, the successful integration of technology into marketing hinges on companies' ability 
to effectively leverage technological innovations to deliver relevant and valuable content to 
consumers, thereby creating positive experiences that consumers will appreciate and utilize. 
Given the ongoing evolution of technology and shifts in consumer preferences, companies must 
maintain agility and adaptability to remain competitive and relevant in the marketplace. This 
necessitates not only technical proficiency in implementing new technologies but also a 
profound understanding of consumer needs and preferences, along with the flexibility to adjust 
marketing strategies accordingly. 
 
By continuously analyzing market trends and monitoring consumer reactions, companies can 
stay attuned to the dynamic environment, ensuring that their marketing endeavors align with 
the latest innovations and meet the expectations of their target audience. Furthermore, investing 
in education and empowering marketing teams to enhance their understanding and utilization 
of advanced technologies can be instrumental for long-term success in this domain. Through 
these concerted efforts, companies can effectively navigate the intersection of technology and 
marketing, driving innovation and delivering meaningful experiences that resonate with 
consumers. 
 
 
5. Conclusion 
 
This study highlights the transformative potential of AR/VR technologies across a range of 
societal domains. The findings indicate that AR/VR are not merely emergent tools of interaction 
but foundational components of future digital ecosystems. Their integration into fields such as 
education, marketing, and entertainment demonstrates the capacity of immersive technologies 
to reconfigure how individuals engage with content, services, and each other. 
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stay attuned to the dynamic environment, ensuring that their marketing endeavors align with 
the latest innovations and meet the expectations of their target audience. Furthermore, investing 
in education and empowering marketing teams to enhance their understanding and utilization 
of advanced technologies can be instrumental for long-term success in this domain. Through 
these concerted efforts, companies can effectively navigate the intersection of technology and 
marketing, driving innovation and delivering meaningful experiences that resonate with 
consumers. 
 
 
5. Conclusion 
 
This study highlights the transformative potential of AR/VR technologies across a range of 
societal domains. The findings indicate that AR/VR are not merely emergent tools of interaction 
but foundational components of future digital ecosystems. Their integration into fields such as 
education, marketing, and entertainment demonstrates the capacity of immersive technologies 
to reconfigure how individuals engage with content, services, and each other. 
 

Key to the successful implementation of AR/VR technologies is ensuring broad accessibility 
and intuitive usability. Technological progress, in this context, must be inclusive, considering 
varying levels of digital literacy and access to infrastructure. Public education, user-centered 
design, and responsible deployment strategies are essential for mitigating exclusion and 
maximizing societal benefits. 
 
Furthermore, the study emphasizes the necessity of building awareness around the social, 
emotional, and economic implications of immersive technologies. As AR/VR becomes 
increasingly embedded in everyday experiences, critical engagement with their long-term 
impact will become vital. Education systems, policy frameworks, and industry practices must 
co-evolve with these technologies to ensure they contribute to sustainable and equitable digital 
transformation. 
 
 
6. Limitations and Future Work 
 
The qualitative nature of this study provided valuable insights into user perceptions of AR/VR 
technologies. However, the limited sample size and context-specific focus constrain the 
generalizability of the findings. While the exploratory depth is a strength, broader quantitative 
analysis would be required to validate patterns and test hypotheses across larger populations. 
 
Future research should consider adopting a mixed-methods approach, integrating qualitative 
richness with quantitative rigor. This would allow for a more holistic understanding of AR/VR 
adoption, including behavioral trends, user segmentation, and barriers to entry.  
 
In addition, further inquiry into the cultural, economic, and infrastructural variables that 
influence AR/VR adoption in Bosnia and Herzegovina would be particularly valuable. Such 
insights would not only deepen theoretical contributions but also inform practical strategies for 
effective and inclusive implementation. 
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ABSTRACT 
 

Despite the importance of CSR and CE in fostering socially responsible and sustainable 
business practices, the literature has overlooked the role of perceived CSR (PCSR) as an 
antecedent of the firms’ orientation toward the circular economy (OCE). This study addresses 
this gap by examining the relationship between PCSR and OEC through the lens of 
institutional theory, which identifies three isomorphic forces that shape organisational 
behaviour: (1) coercive pressures from resource-controlling institutions capable of imposing 
sanctions for non-compliance; (2) normative pressures derived from socio-cultural 
expectations to adhere industry norms and values; and (3) mimetic pressures reflecting the 
voluntary imitation of successful industry peers. Using a sample of 74 Portuguese firms, this 
research applies partial least squares structural equation modelling (PLS-SEM) to analyse 
how these institutional forces moderate the relationship between PCSR and OCE. The 
findings indicate that PCSR drives firms toward CE adoption, with coercive isomorphism 
enhancing the strategic value of this relationship. Contrary to initial expectations, neither 
normative nor mimetic isomorphism demonstrated a significant moderating effect on the 
PCSR-CE relationship. We provide theoretical arguments to elucidate this counterintuitive 
finding, thereby revitalising the discussion about the complex interplay between PCSR, 
institutional isomorphism, and OEC. 
 
Key words: corporate social responsibility, isomorphic forces, circular economy, institutional  
                  theory. 
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environmental considerations into their business models (Gallardo-Vázquez et al., 2024). By 
fostering the authenticity of socially responsible initiatives, CSR supports the development of 
corporate governance frameworks that balance short- and long-term sustainability objectives 
(Santiago et al., 2025).  
 
Within this domain, the circular economy (CE) emerges as a crucial component of sustainable 
business strategies, aligning with the United Nations’ (UN) goal of promoting responsible 
consumption and production (Santiago et al., 2025). The CE model prioritises resource 
efficiency through reuse, repurposing, and recycling, reducing environmental impact and 
waste generation (Fontoura et al., 2023). It also encourages organisations to design products, 
manufacturing processes, and supply chain systems that facilitate continuous resource flow 
within a closed-loop framework (Jawahir and and Bradley, 2016). 
 
Despite the conceptual proximity between CSR and CE, limited scholarly attention has been 
given to how firms’ engagement in CE practices is shaped by their perceived commitment to 
social responsibility (Gallardo-Vázquez et al., 2024; Nsiah-Sarfo et al., 2023; Santiago et al., 
2025). Specifically, the literature has largely overlooked the role of perceived corporate social 
responsibility (PCSR) – stakeholders’ perceptions of a firm’s social and environmental 
commitments – as a strategic antecedent of a firm’s orientation toward circular economy 
(OCE). This is especially relevant in the context of small and medium-sized enterprises 
(SMEs) operating in open, export-driven economies, where firms face institutional pressures 
from domestic and international stakeholders.  
 
To address this gap, we draw on institutional theory (DiMaggio and Powell, 1983), which 
offers a robust lens for understanding how firms respond to external pressures in socially 
legitimised ways. The theory identifies three isomorphic forces that shape organisational 
behaviour: coercive pressures (e.g., regulatory requirements, stakeholder expectations), 
normative pressures (e.g., industry values, professional standards), and mimetic pressures 
(e.g., imitation of successful peers) (Nsiah-Sarfo et al., 2023). These forces are expected to 
moderate the relationship between PCSR and OCE by either reinforcing or constraining a 
firm’s strategic alignment with circular economy practices  
 
Building on this foundation, this study addresses two research questions: To what extent does 
PCSR influence firms’ OEC? What role do institutional pressures play in this process? We 
employ partial least squares structural equation modelling (PLS-SEM) based on data collected 
from 74 manufacturing-exporting Portuguese SMEs to answer these questions. PLS-SEM is 
well suited for our model, given its predictive orientation, ability to handle complex 
relationships with smaller sample sizes, and accommodation of latent variables (Hair et al., 
2019). The Portuguese context offers a compelling case for examining institutional pressures, 
as firms need to address both EU-level sustainability requirements and domestic socio-
economic constraints. 
 
The empirical findings indicate that PCSR positively influences firms’ orientation toward CE, 
suggesting that perceptions of responsibility can motivate operational shifts toward 
circularity. Interestingly, while coercive isomorphic pressures significantly strengthen this 
relationship, neither normative nor mimetic pressures showed significant moderating effects. 
These results highlight the asymmetric influence of institutional forces in sustainability 
transitions and suggest that regulatory compliance and stakeholder influence can play a more 
pivotal role than peer benchmarking or normative conformity. 
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From a theoretical point of view, this study contributes to integrating institutional theory 
within CSR and CE literature, advancing our understanding of how perceived legitimacy 
affects sustainability adoption. From a managerial perspective, the findings offer actionable 
strategies: firms aiming to advance CE practices should build genuine CSR strategies and 
communicate them effectively to stakeholders to enhance perceived legitimacy, especially in 
environments subject to regulatory scrutiny or market-based resource dependencies. 
 
 
2. Theoretical background 
 
2.1. Corporate social responsibility and circular economy orientation 
                               
The Green Book defines corporate social responsibility (CSR) as “the voluntary integration, 
by companies, of social concerns and emerging in their commercial operations and their 
relations with their interlocutors” (Commission of European Communities, 2001, p. 7). This 
definition underlines CSR as a strategic approach that aligns with firms’ core objectives and 
competencies, fostering commercial value creation and positive social changes (Gallardo-
Vázquez et al., 2024). By incorporating business practices that generate economic, social, and 
environmental impacts, CSR plays a crucial role in shaping a firm’s long-term sustainability 
and ethical engagement (De Zoysa and Takaoka, 2019). 
 
Extensive research has established a strong link between the voluntary adoption of CSR 
initiatives and improved performance (Camilleri, 2022), particularly within traditional linear 
business models. Several scholars suggest that firms engaging in CSR practices tend to 
achieve greater competitiveness (Yu et al., 2017), enhanced financial performance (Siueia et 
al., 2019), and a stronger corporate reputation (Nardella et al., 2023). These findings 
collectively indicate that CSR serves as a key driver of business growth and innovation while 
simultaneously addressing the interests of multiple stakeholders (Eid and Loon, 2023). 
However, as the European Commission (2014) highlights, the traditional linear economic 
model – built on assumptions of resource abundance, accessibility, and low-cost disposal – is 
no longer viable. This shift poses a significant challenge to global competitiveness, imposing 
the transition toward a more sustainable, circular economy framework (Gallardo-Vázquez et 
al., 2024). 
 
The circular economy (CE) represents an alternative approach that emphasises resource 
efficiency, waste reduction, and sustainable production. It incorporates strategies such as the 
reuse of by-products, the shared infrastructure application, and standard service integration 
(Lozano and Lozano, 2024), facilitating a more effective and responsible use of natural 
resources. CE provides a foundation for developing production systems that minimise health-
related risks and aligns with the environmental pillar of the triple bottom line (TBL) 
framework (Jeurissen, 2000). Empirical evidence supports that adopting a TBL approach 
contributes to environmental protection (Wiebe et al., 2023) and promotes conscious, 
sustainable consumption behaviours. From an environmental perspective, CE can take 
multiple strategic directions, including (a) reducing material and energy consumption, (b) 
promoting cleaner production methods, (c) optimising resource use, (d) minimising pollution, 
and (e) increasing overall operational efficiency (Jun and Xiang, 2011). 
 
While existing research has explored several dimensions of CSR and CE, the predominant 
focus has been on value creation through CSR initiatives and sustainable development 
(Gallardo-Vázquez et al., 2024), the relationship between CSR and corporate reputation 
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(Nardella et al., 2023), and the financial advantages of CE implementation (Kumar & Dua, 
2022). However, it is essential to recognise that managers’ perceptions of CSR are inherently 
subjective, influenced by their interpretations of their organisation’s CSR commitments, 
which may not always align with the initiatives undertaken (Azim, 2016). Based on this 
assumption, the present research assumes that managers demonstrating heightened 
environmental awareness are more likely to embrace circular production models (Gallardo-
Vázquez et al., 2024; Khan et al., 2020). The current study thus includes the following 
hypothesis: 
 

Hypothesis 1. Perceived CSR positively influences a firm’s orientation toward the circular 
economy. 

 
2.2. The moderating role of isomorphic forces 
 
The institutional theory posits that organisations gradually become more isomorphic as they 
integrate established institutional norms and structures to achieve legitimacy (Colwell and 
Joshi, 2013). This theory identifies three distinct mechanisms – coercive, mimetic, and 
normative isomorphism – through which organisations align with their institutional 
environments (DiMaggio and Powell, 1983). Isomorphism is, therefore, conceptualised as a 
constraining process that compels organisations within a given field to adopt similar 
structures and practices in response to shared environmental conditions (DiMaggio and 
Powell, 1983). 
 
Coercive isomorphism arises from formal and informal pressures exerted by regulatory bodies 
and other influential stakeholders that constrain an organisation’s strategic choices, 
compelling compliance with institutional expectations. In the environmental context, coercive 
forces manifest through government-imposed pollution control targets, regulatory compliance 
monitoring, and financial incentives or penalties designed to promote sustainable business 
practices (Colwell and Joshi, 2013). 
 
Mimetic isomorphism occurs when organisations voluntarily imitate the strategies and 
structures of successful industry peers, particularly in uncertain environments where the best 
course of action is unclear. Organisations assume that adopting practices from more 
established firms may enhance their competitiveness or mitigate risks of strategic 
misalignment (DiMaggio and Powell, 1983). This imitation is based on the belief that 
successful firms possess superior knowledge or that aligning with their practices will prevent 
long-term competitive disadvantages (Colwell and Joshi, 2013). 
 
Normative isomorphism, by contrast, stems from the professionalisation of industries and the 
diffusion of best practices through education, industry associations, and professional 
networks. Organisations become socialised within their institutional contexts, gradually 
internalising shared norms and values that shape strategic decision-making (Di Maggio and 
Powell, 1983). Unlike coercive isomorphism, which enforces conformity through external 
pressures, normative isomorphism fosters alignment by embedding institutionally preferred 
approaches within organisational culture and decision-making processes (Colwell and Joshi, 
2013).  
 
Previous studies highlight the influence of institutional pressures on organisations’ 
sustainability efforts, demonstrating that external environmental forces often drive firms 
toward adopting responsible business practices (Dubey et al., 2019a). Normative, coercive, 
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and mimetic isomorphism have been identified as significant antecedents of environmental 
strategies (Nsiah-Sarfo et al., 2023), contributing to financial performance and corporate 
market value (Kumar and Dua, 2022). In this context, institutional theory offers valuable 
inputs into the transition from a linear to a circular economic model (Gallardo-Vázquez et al., 
2024). For instance, Gemechu et al. (2014) found that environmental economic policies, such 
as carbon taxes, can influence firm behaviour by increasing costs. Tax incentives may serve 
as catalysts for sustainable practices. Similarly, Larrán et al. (2016) concluded that coercive 
and mimetic isomorphism are key in driving sustainability, particularly when regulatory 
frameworks align with corporate environmental policies. 
 
From the neo-institutional perspective, suppliers exert significant pressure on firms to 
integrate eco-friendly CSR practices, thereby displaying a relevant effect on the firms’ 
orientation toward the circular economy (OEC) (Dubey et al., 2019b). Furthermore, 
increasing regulatory and market pressures to adopt recycling and waste reduction strategies 
further encourage CE adoption (Gallardo-Vázquez et al., 2024; Khan et al., 2020). Empirical 
evidence suggests that all three forms of institutional isomorphism are key determinants of 
environmentally responsible business practices (Daddi et al., 2021; Qi et al., 2022). Building 
on this framework, coercive, normative, and mimetic isomorphisms are expected to reinforce 
firms’ commitment to circular production from a CSR perspective (Gallardo-Vázquez et al., 
2024). Accordingly, the following additional hypotheses are proposed: 
 

Hypothesis 2. Coercive isomorphism positively moderates the relationship between 
perceived CSR and firms’ orientation towards the circular economy (OEC), such that the 
OEC will be stronger as coercive isomorphism increases. 
 
Hypothesis 3. Normative isomorphism positively moderates the relationship between 
perceived CSR and firms’ orientation towards the circular economy (OEC), such that the 
OEC will be stronger as normative isomorphism increases. 
 
Hypothesis 4. Mimetic isomorphism positively moderates the relationship between 
perceived CSR and firms’ orientation towards the circular economy (OEC), such that the 
OEC will be stronger as mimetic isomorphism increases. 
 

2.3. Circular economy and international small and medium-sized enterprises 
 
To analyse our research model (Figure 1) and the proposed relationships, we focus on small 
and medium-sized enterprises (SMEs). Scholars have suggested that adopting 
environmentally oriented strategies can be particularly challenging for SMEs due to resource 
constraints (Courrent et al., 2018). However, SMEs also possess unique characteristics that 
enable a more nuanced analysis of these challenges and opportunities (Schmidt et al., 2021). 
According to Courrent et al. (2018), SMEs exhibit several features that might facilitate the 
integration of CE practices. First, their relatively simple capital structures can enable 
managers to make environmentally oriented investments with minimal bureaucratic 
justification. Second, SMEs often demonstrate high flexibility in responding to evolving 
stakeholder expectations. Third, their less hierarchical and structurally complex nature can 
lower coordination costs (Courrent et al., 2018), enhancing internal collaboration in 
implementing sustainability initiatives. Additionally, given their resource limitations, SMEs 
may display a greater tendency to engage in external partnerships (Courrent et al., 2018), a 
crucial factor in successfully adopting CE practices (Schmidt et al., 2021).  
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Moreover, as SMEs become increasingly embedded within global supply chains, their 
potential contribution to sustainable development grows. Consequently, sustainability has 
emerged as a critical concern in international business research (Gonçalves et al., 2024). This 
body of literature highlights the importance of firms’ resources and networks in adopting 
environmental practices to comply with regulations and overcome green trade barriers that 
may restrict product exports. Given that research on strategic orientations and CE 
implementation in SMEs remains in its early stages (Courrent et al., 2018; Schmidt et al., 
2021) and considering that participation in international networks and cross-border 
collaborations fosters the development of eco-friendly offerings while facilitating compliance 
with environmental regulations (Gonçalves et al., 2024), we position international SMEs as a 
relevant empirical context for advancing this emerging research stream. 
 

Figure 1: Research model 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Source: Authors 

 
 

3. Methodology 
 
3.1. Data collection and sample 
                               
The data were gathered through an online structured questionnaire, employing the key 
informant technique. The sampling frame consisted of Portuguese international SMEs 
operating in the manufacturing sector (NACE codes 10 to 32), established between 2005 and 
2010, with at least one year of international activity between 2005 and 2015. The decision to 
include firms within this 10-year timeframe was intended to capture SMEs at different stages 
of their internationalisation strategy. The list of potential respondents was obtained from the 
Iberian Balance Analysis System (SABI database), comprising 771 firms with available 
contact information. 
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An email containing a link to the survey was sent to all identified firms to facilitate 
participation. The target informants were senior executives or export managers, as they were 
expected to possess the most comprehensive knowledge of their firm’s exporting activities. 
The data collection process took place between January and March 2025. Of the 771 firms 
initially contacted, 36 could not be reached due to invalid email addresses, leaving 735 firms 
that successfully received the survey. By the end of the data collection period, 74 fully 
completed questionnaires were obtained from firms with less than 250 employees, aligning 
with the European Union’s SME classification (European Commission, 2015), resulting in a 
response rate of 10.1%. Table 1 presents the main characteristics of the respondent firms. 
 

 
Table 1: Sample characteristics 

 
Characteristics Responses Frequency Percentage (%) 

Gender Female 22 29.7 
Male 52 70.3 

Age 20-30 years 4 5.4 
31-40 years 9 12.2 
41-50 years 22 29.7 
More than 50 years 39 52.7 

Managerial responsibilities Administrative position 39 52.7 
Middle management 9 12.2 
Other position (e.g., executive 
position) 

26 35.1 

Organisation dimension 1-9 employees 35 47.3 
10-49 employees 26 35.1 
50-250 employees 13 17.6 

 
Source: Authors 

 
The study employed partial least squares structural equation modelling (PLS-SEM) to analyse 
the research model. PLS-SEM is a composite-based method that is particularly well suited for 
theory testing with a predictive approach (Hair et al., 2019). This method is advantageous for 
estimating and evaluating relationships with path models involving latent variables, as it 
enables the examination of complex frameworks and accommodates several types of variables 
without imposing restrictive assumptions (Hair et al., 2019). Following Cohen’s (1992) 
guidelines for multiple ordinary squares regression, a minimum of 54 observations is required 
to detect R² values of approximately 0.25, assuming a significance level of 5% and a 
statistical power of 80%. Given that the present study’s sample consists of 74 cases, it meets 
the required criteria for data adequacy. 
 
3.2. Variables 
 

3.2.1. Dependent variable             
 
The target variable is the firms’ orientation toward the circular economy (OEC). To assess 
this construct, the respondents were asked to indicate their level of agreement with statements 
regarding their firm’s engagement in EC practices. A 5-point Likert scale was used, ranging 
from 1 (“Strongly Disagree”) to 5 (“Strongly Agree”). The measurement scale was adapted 
from Zeng et al. (2017) and contained ten items. 
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regarding their firm’s engagement in EC practices. A 5-point Likert scale was used, ranging 
from 1 (“Strongly Disagree”) to 5 (“Strongly Agree”). The measurement scale was adapted 
from Zeng et al. (2017) and contained ten items. 
 
 

3.2.2. Independent variable        
 
The explanatory variable is the perceived corporate social responsibility (PCSR). PCSR was 
evaluated based on respondents’ perceptions of their firm’s CSR practices. Specifically, 
respondents were asked to rate their level of agreement with a set of statements related to 
CSR initiatives. Responses were scored using a 5-point Likert scale ranging from 1 (“Strongly 
Disagree”) to 5 (“Strongly Agree”). The scale, adapted from Damberg et al. (2024), consisted 
of five items. 
 

3.2.3. Moderating variables           
 
The study incorporates isomorphic forces as moderating variables. To assess these forces, 
respondents were asked to indicate their level of agreement with statements related to 
institutional pressures faced by their firm within its industry/sector. Coercive isomorphism 
was measured using four items that assessed respondents’ perceptions of formal consequences 
for firms that fail to comply with environmental regulations. Mimetic isomorphism was 
evaluated using three items that captured respondents’ awareness of environmental initiatives 
undertaken by industry leaders. Normative isomorphism was assessed using three items that 
reflected collective industry norms regarding environmental practices. The measurement 
scales were adapted from Colwell and Joshi (2013), with all items rated on a 5-point Likert 
scale ranging from 1 (“Strongly Disagree”) to 5 (“Strongly Agree”). 
 
 
4. Results 

 
4.1. Evaluation of the Reflective Measurement Models  
 
The assessment of the measurement model follows the recommendations outlined by Hair et 
al. (2019). We report bias-corrected results obtained through the percentile bootstrapping 
approach, using 10,000 subsamples and a two-tailed 95% confidence interval for significance 
testing. The evaluation of the reflective measurement models includes an analysis of indicator 
reliability, internal consistency, convergent validity, and discriminant validity (Table 2). To 
ensure adequate indicator reliability, only outer loadings above 0.708 were retained in the 
analysis (Hair et al., 2019). Internal consistency reliability was assessed using Cronbach’s 
alpha (CA), composite reliability (CR) C, and Dijkstra-Henseler’s A, all of which exceeded 
the recommended threshold of 0.7, confirming the reliability of the reflective constructs (Hair 
et al., 2019).  
 

Table 2: Indicator loadings, reliability, and convergent validity 
 
 

 
Reflective constructs 

 
Outer 

loadings 

 
CA 

 
A 

 
CRC 

 
AVE 

Coerc: Coercive isomorphism1  0.903 0.902 0.940 0.841 
coer1 Firms in our industry that did not 

meet the legislated standards for 
pollution control faced a significant 
threat of legal prosecution. 

0.958  
[0.928; 
0.975] 

    

coer3 If firms in our industry committed 
an environmental infraction, the 

0.840 
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Reflective constructs 

 
Outer 

loadings 

 
CA 

 
A 

 
CRC 

 
AVE 

consequence would likely have 
included negative reports by 
industry/stock market analysts. 

 [0.717; 
0.908] 

coer4 There were negative consequences 
for companies that failed to comply 
with environmental laws. 

0.947  
[0.914; 
0.967] 

Mim: Mimetic isomorphism  0.823 0.834 0.894 0.739 
mim1 The leading companies in our 

industry set an example for 
environmentally responsible 
conduct. 

0.892 
[0.828; 
0.931] 

    

mim2 The leading companies in our 
industry were known for their 
practices that promoted 
environmental preservation. 

0.854 
[0.724; 
0.919] 

mim3 The leading companies in our 
industry worked on ways to reduce 
their environmental impact. 

0.832 
[0.728; 
0.898] 

Norm: Normative isomorphism  0.823 0.860 0.892 0.733 
norm1 Our industry had trade associations 

(or professional associations) that 
encouraged organisations to 
become more environmentally 
responsible. 

0.870 
[0.812; 
0.904] 

    

norm2 Our industry expects all firms to be 
environmentally responsible. 

0.827 
[0.689; 
0.892] 

norm3 Being environmentally responsible 
requires firms to be part of this 
industry. 

0.870 
[0.751; 
0.929] 

Orientation toward the circular economy 
(OEC)2 

 0.888 0.897 0.914 0.639 

oec1 The firm is devoted to reducing the 
unit product manual input. 

0.789 
[0.647; 
0.866] 

    

oec2 The firm is devoted to reducing the 
consumption of raw materials and 
energy. 

0.741 
[0.551; 
0.843] 

oec3 The firm initiatively enhances the 
energy efficiency of production 
equipment. 

0.844 
[0.755; 
0.897] 

oec4 Product packaging materials are 
used repeatedly. 

0.778 
[0.636; 
0.868] 

oec5 Equipment cleaning materials are 
used repeatedly. 

0.824 
[0.635; 
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Reflective constructs 

 
Outer 

loadings 

 
CA 

 
A 

 
CRC 

 
AVE 

0.918] 
oec6 Leftover material is used repeatedly 

to manufacture other products. 
0.816 

[0.720; 
0.882] 

1 Excluded item from coercive isomorphism: coer2 – Firms in our industry were aware of the fines and penalties 
potentially associated with environmentally irresponsible behaviour. 
 
2 Excluded items from orientation toward the circular economy: oec7 – Waste produced in the manufacturing 
process is recycled; oec8 – Waste products from consumers are recycled; oec9 – Waste and garbage are 
reprocessed; oec10 – Waste and garbage are used after reprocessing to manufacture new products. 
 

Source: Authors 
 
Convergent validity was examined through the average variance extracted (AVE), with all 
values exceeding the 0.50 threshold (Fornell and Larcker, 1981), indicating that each 
construct explains a sufficient proportion of the variance in its indicators. Discriminant 
validity was assessed using the heterotrait-monotrait (HTMT) ratio of correlations (Henseler 
et al., 2015). As all HTMT values were significantly below one (Frank and Sarstedt, 2019), 
discriminant validity was established (Henseler et al., 2015). However, when applying the 
more conservative HTMT criterion (e.g., a threshold of 0.90), potential discriminant validity 
concerns arise regarding the constructs of OEC and coercive isomorphism, although this issue 
does not affect the other constructs.  
 

Table 3: Discriminant validity 
 

 
Reflective constructs 

 
HTMT 

Mimetic isomorphism <–> Coercive isomorphism 0.747 [CI0.95: 0.858] 
Normative isomorphism <–> Coercive isomorphism 0.742 [CI0.95: 0.887] 
Normative isomorphism <–> Mimetic isomorphism 0.733 [CI0.95: 0.884] 
OEC  <–> Coercive isomorphism 0.917 [CI0.95: 0.966] 
OEC  <–> Mimetic isomorphism 0.812 [CI0.95: 0.929] 
OEC  <–> Normative isomorphism 0.848 [CI0.95: 0.951] 
 

 
Source: Authors 

 
4.2. Evaluation of the Formative Measurement Model 
 
A redundancy analysis was conducted to evaluate the formative construct of PCSR. The 
results indicate that the convergent validity of PCSR is established, as evidenced by the 
coefficient linking PCSR to its global measure, which is 0.825, exceeding the recommended 
threshold of 0.707 (Hair et al., 2019). The assessment of the formative measurement model 
further revealed that the highest variance inflation factor (VIF) was 2.146 for pcsr3 (Table 4). 
Since all VIF values remain below the critical threshold of 5 (Hair et al., 2019), collinearity 
does not pose a concern. Additionally, the outer weights are significant, ranging between 
0.191 and 0.334 (Table 4), further supporting the validity of the formative construct. 
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Table 4: Formative measurement results 
 
 

Formative construct 
 

Outer 
weights 

 
Significant 
 (p < 0.05) 

 
VIF 

PCSR: Perceived corporate social responsibility    
pcsr1 I believe my firm is not only interested in 

profit. 
0.334 

[0.270; 0.442] 
Yes 1.519 

pcsr2 My firm is also committed to preserving 
the environment. 

0.236 
 [0.190; 0.291] 

Yes 1.761 

pcsr3 My main firm behaves responsibly toward 
society. 

0.246 
[0.206; 0.286] 

Yes 2.146 

pcsr4 I believe that my firm informs the public 
honestly. 

0.191 
[0.114; 0.246] 

Yes 1.848 

pcsr5 I believe that my firm behaves fairly 
toward its competitors. 

0.298  
[0.240; 0.398] 

Yes 1.719 

 
Source: Authors 

 
4.3. Evaluation of the Structural Model 
 
The structural model was evaluated based on the path coefficients and their significance 
levels. The model’s explanatory power was first examined through the coefficient of 
determination (R2), which indicated that the included variables accounted for 84.3% of the 
variance in the firms’ OEC. Complementing the R2 assessment, the effect size (f2) was also 
considered, as it quantifies the relative impact of each independent variable on the dependent 
variable based on changes in R2 values (Cohen, 1988). Following Cohen’s (1988) 
classification, effect sizes are categorised as high (f2 ≥ 0.35), medium (0.15 ≤ f2 < 0.35), small 
(0.02 ≤ f2 < 0.15), and negligible (f2 < 0.02). The results indicate that most effect sizes in the 
model fall within the high, medium, and small ranges. The collinearity assessment confirmed 
the robustness of the model, as all predictor variables exhibited VIF values below the 
recommended threshold of 5 (Hair et al., 2019).  
 
 

Table 5: Structural model relationships 
 

 

Relationships 
 

R2
 

 

Path coefficient 
Significant 
(p < 0.05) 

 

f2 
 

VIF 

Direct effects      
PCSR  OEC 0.843 0.311 [0.069; 0.506] Yes 0.179 3.448 
Coercive isomorphism  OEC 0.542 [0.385; 0.788] Yes 0.532 3.519 
Mimetic isomorphism  OEC 0.104 [-0.059; 0.254] No 0.032 2.167 
Normative isomorphism  OEC 0.108 [-0.087; 0.296] No 0.020 3.690 
Interactive effects     
PCSR × Coercive isomorphism  OEC 0.433 [0.308; 0.629] Yes 0.423 4.545 
PCSR × Mimetic isomorphism  OEC 0.059 [-0.134; 0.275]  No 0.008 3.981 
PCSR × Normative isomorphism  OEC -0.092 [-0.271; 0.160] No 0.017 4.104 

 
Source: Authors 
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Table 5 summarises the direct and interaction effects and their significance levels. The 
findings indicate that the perception of CSR is positively associated with firms’ OEC (H1: 
beta value [ ] = 0.311; p < 0.01), therefore, providing empirical support to hypothesis 1. The 
results also confirmed that coercive isomorphism has a direct and significant influence on 
OEC ( = 0.542; p < 0.001), while mimetic ( = 0.105; p = 0.202) and normative ( = 0.108; 
p = 0.268) isomorphism do not exhibit statistically significant effects on the target variable.  
 
The analysis of interaction effects further reveals that coercive isomorphism enhances the 
positive relationship between PCSR and OEC (H2:   = 0.422; p < 0.001), thus supporting 
hypothesis 2. However, neither normative isomorphism (H3:   = -0.092; p = 0.403) nor 
mimetic isomorphism (H4:  = 0.059; p = 0.567) significantly interacts with PCSR to increase 
the SME orientation toward the circular economy. As a result, the theoretical assumptions 
underlying hypotheses 3 and 4 do not receive empirical support. We delve into the 
implications of these findings in the next section. 
 
 
5. Discussion  
 
The acceptance of hypothesis 1 confirms that perceived CSR practices, as framed within the 
TBL approach, serve as an effective mechanism for encouraging and facilitating firms’ 
transition toward a CE as a sustainable business model (Gallardo-Vázquez et al., 2024). This 
finding aligns with prior research establishing a link between TBL and sustainable 
development (Jeurissen, 2000; Wiebe et al., 2023). Scholars argue that implementing CSR 
practices can facilitate the adoption of CE principles by enhancing operational efficiency and 
improving firms’ competitive positioning (Camilleri, 2022; Yu et al., 2017), which is implicit 
in validating hypothesis 1. Specifically, in the context of international SMEs, PCSR fosters a 
proactive commitment to sustainability, ethical responsibility, and stakeholder engagement. 
As these firms expand into international markets, they encounter diverse regulatory 
frameworks, consumer expectations, and competitive pressures that require the integration of 
sustainable business practices (Gonçalves et al., 2024). Therefore, the alignment of PCSR 
with CE principles reinforces long-term value creation by balancing economic performance 
with environmental and social responsibilities, ultimately driving sustainable competitive 
advantage in international business environments. 
 
Regarding the transition to CE practices through the lens of institutional theory, the proposed 
model was constructed based on the assumption that coercive, normative, and mimetic 
isomorphic forces influence CSR practices, as suggested by previous research (Bu et al., 
2023; Gallardo-Vázquez et al., 2024). The acceptance of hypothesis 2 confirms that coercive 
isomorphism plays a crucial role in advancing firms’ CSR efforts toward sustainable 
development (Gallardo-Vázquez et al., 2024). The results indicate that coercive pressures 
significantly drive firms to adopt CE principles, supporting the argument that regulatory and 
stakeholder-driven enforcement mechanisms facilitate the transition to closed-loop production 
models (Daddi et al., 2021; Qi et al., 2022). This shift is often encouraged by cost reductions 
(Kumar and Dua, 2022) and tax benefits (Gemechu et al., 2014). More specifically, coercive 
isomorphism strengthens the positive relationship between PCSR and OEC in international 
SMEs by exerting regulatory and stakeholder-driven pressures reinforcing sustainable 
business transformations. Operating across multiple jurisdictions, these firms must comply 
with environmental regulations, trade policies, and sustainability reporting standards imposed 
by governments, supranational institutions, and industry regulators. Consequently, coercive 
forces create a structured institutional environment where adherence to CE principles is a 
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strategic advantage and a prerequisite for market access and legitimacy. These external 
pressures enhance the credibility and consistency of sustainability initiatives, ensuring that 
PCSR translates into substantive CE practices rather than symbolic commitments. 
 
Conversely, hypotheses 3 and 4 were not supported, indicating that mimetic and normative 
isomorphic forces do not significantly strengthen the relationship between PCSR and OEC, 
despite previous research suggesting that such institutional pressures can foster corporate 
environmental responsibility (Bansal, 2005; Gluch and Stenberg, 2006). This finding is 
noteworthy, as prior studies propose that all three isomorphic forces contribute to firms’ 
transition from a linear to a circular economy (Gallardo-Vázquez et al., 2024). However, the 
results of this study do not align with those expectations. 
 
The non-significant effect of mimetic isomorphism on the PCSR-OEC relationship in 
international SMEs can be attributed to the heterogeneous adoption of CE practices across 
industries and markets. While firms may seek to imitate the sustainability strategies of 
successful peers to enhance legitimacy and competitive positioning, the extent to which they 
do so depends on contextual factors such as industry characteristics, resource availability, and 
the maturity of CE frameworks within their operational environments. Unlike coercive and 
normative pressures, mimetic influences operate informally, resulting in variability in 
adoption rates and implementation depth among SMEs. Furthermore, given SMEs' financial 
and technical constraints, replicating complex CE models from larger or more established 
firms might not always be feasible. While early-stage CSR firms can pursue strategies similar 
to those of their competitors in response to institutional pressures (Gallardo-Vázquez et al., 
2024), mimetic isomorphism lacks the consistency and enforcement mechanisms required to 
establish a substantial and statistically significant effect on the PCSR-OEC relationship. 
 
Similarly, normative isomorphism’s negative but statistically insignificant effect suggests that 
professional norms, industry standards, and sustainability-related educational frameworks do 
not uniformly reinforce CE adoption in international SMEs. While prior literature posits that 
normative pressure – arising from industry associations, professional networks, and 
sustainability-focused education – positively influence organisational environmental 
responsibility (Bansal, 2005; Gallardo-Vázquez et al., 2024; Gluch and Stenberg, 2006), their 
impact on CE practices appears to be constrained by inconsistencies across industries and 
geographical regions. International SMEs often operate in diverse institutional contexts where 
normative expectations regarding sustainability vary, leading to fragmented or conflicting 
guidance on CE adoption. Additionally, SMEs may perceive industry standards as aspirational 
rather than obligatory, resulting in selective or superficial compliance rather than meaningful 
integration of CE principles. Given their resource limitations, SMEs might also prioritise 
adherence to coercive pressures over normative expectations, which are often less 
enforceable. This misalignment between theoretical expectations (hypothesis 4) and empirical 
findings suggests that, while normative isomorphism influences sustainability discourse, it 
lacks the direct enforcement mechanisms needed to consistently strengthen the PCSR-OEC 
relationship in international SMEs. 
 
 
6. Conclusion 
 
The study suggests that PCSR positively influences firms’ orientation toward CE, with 
coercive isomorphic pressures significantly strengthening this relationship. Notably, neither 
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findings suggests that, while normative isomorphism influences sustainability discourse, it 
lacks the direct enforcement mechanisms needed to consistently strengthen the PCSR-OEC 
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6. Conclusion 
 
The study suggests that PCSR positively influences firms’ orientation toward CE, with 
coercive isomorphic pressures significantly strengthening this relationship. Notably, neither 

normative nor mimetic pressures showed significant moderating effects. These findings offer 
several important theoretical and practical implications.  
 
From a theoretical perspective, the research on CSR practices and organisational commitment 
to the CE advances research on sustainable development. It establishes a meaningful link 
between PCSR and CE implementation, positioning PCSR as a valuable metric for assessing 
sustainable development within business management. Furthermore, this study contributes to 
institutional theory (Bansal, 2005; DiMaggio and Powell, 1983) by offering a nuanced 
understanding of how different isomorphic pressures influence the relationship between 
PCSR and OEC in international SMEs. The findings challenge the conventional assumption 
that coercive, normative, and mimetic pressures uniformly drive sustainability-oriented 
decision-making. Instead, the results highlight the dominant role of coercive pressures, 
emphasising the importance of regulatory and stakeholder-imposed orders in facilitating CE 
adoption. In contrast, the non-significant effects of normative and mimetic pressures suggest 
that their influence is highly contextual and varies across SMEs. These outcomes indicate that 
institutional theory should further differentiate between the varying degrees of influence 
exerted by different isomorphic forces, particularly in resource-constrained and 
internationally dispersed SMEs. 
 
The study also has practical implications for firms, allowing them to assess their current 
position relative to their CSR practices in the CE transition. As international firms seek 
innovative approaches to environmental sustainability, they must continuously refine their 
value-creation processes to comply with evolving regulations and meet consumer 
expectations. Moreover, businesses increasingly promote environmental initiatives and 
engage in sustainability-driven leadership (Gonçalves et al., 2024). The findings emphasise 
the need for international SMEs to align their sustainability strategies with regulatory 
requirements and key stakeholder expectations, as coercive pressures play a pivotal role in 
strengthening PCSR-driven CE adoption. To achieve this, firms should proactively engage 
with policymakers, industry associations, and global supply chain partners to ensure 
compliance with sustainability regulations while leveraging CE initiatives as a source of 
competitive advantage. Additionally, SMEs should critically evaluate the relevance of 
normative and mimetic influences in their respective industries, adopting best practices that 
are both feasible and strategically beneficial. 
 
These findings highlight the need for clearer, enforceable sustainability regulations that 
provide SMEs with structured incentives and compliance support. Beyond regulatory 
requirements, policymakers should focus on fostering industry-wide sustainability norms and 
facilitating knowledge-sharing networks that make normative and mimetic influences more 
actionable and impactful. By creating a balanced regulatory environment that combines 
enforcement with capacity-building initiatives, policymakers can strengthen institutional 
mechanisms that encourage CE adoption among international SMEs. 
 
While this study provides valuable contributions, it is important to acknowledge its 
limitations, which open avenues for future research. The analysis focused exclusively on 
Portuguese international SMEs. Although this approach allowed for a more precise 
comparison with other small open developed economies, future research should extend the 
analysis to different geographical contexts to enhance the external validity of the findings. A 
comparative study incorporating both SMEs and larger international firms would also be 
beneficial in assessing whether the firm size influences the relationship between PCSR, OEC, 
and institutional pressures. Additionally, the sample size could be expanded to increase the 
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robustness and generalizability of the results. Future studies may seek a larger and more 
diverse sample to validate the proposed relationships further. Another limitation concerns the 
relatively short timeframe of data collection. The study relied on cross-sectional data, with 
responses collected simultaneously (reflecting three years from 2021 to 2023). This approach 
constrained the ability to capture the dynamic nature of PCSR, OEC, and institutional forces. 
To address this, future research could adopt a longitudinal design, gathering data at multiple 
intervals to understand better how these constructs develop and interact over time. 
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ABSTRACT 
 

This research focuses on the role and potential of sustainable project economics in transforming 
local governments and business entities towards sustainable development and the concept of 
smart cities. Sustainable project economics, an integral part of contemporary project 
management theory, encompasses a synthesis of knowledge, skills, and tools to achieve 
strategic objectives within limited resources constraints. This paper aims to determine the scope 
and possible application of sustainable project economics in local units, particularly in 
transforming cities into smart cities. Through analyzing the process of managing local 
governments using the McKinsey 7S framework and the smart city concept, the research 
highlights the importance of applying project management knowledge in the necessary 
transformation of local government units. The research results indicate that implementing 
project management knowledge in local government can significantly improve the efficiency 
and effectiveness of public administration, especially in the context of sustainable development. 
Additionally, the principles of project economics contribute to the economic growth of local 
communities through the transformation of business processes and increased transparency. The 
research used the city of Slavonski Brod as an example, where the application of project 
economics in the context of smart city development was analyzed. The research utilized a survey 
among local government officials, which showed significant potential for improving resource 
management, time management, and communications, which could lead to greater efficiency in 
project execution. Also, the research identified key challenges in the internal leadership of local 
government, including the lack of a continuous economic development strategy and the need 
for greater digitization of administrative processes. In conclusion, the paper confirms that the 
introduction of project economics and the application of project knowledge enable the creation 
of sustainable and prosperous communities, thereby contributing to the development of smart 
cities. The proposed management model emphasizes the synergy between the public and private 
sectors, with the implementation of standardized practices that reduce dependence on political 
changes. The research suggests that sustainable project economics is not just a collection of 
project management knowledge but an aggregate of knowledge and practices that emerge from 
theories of economic development and project management. 
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1. Sustainable development of local units 
 
In many countries and urban areas, there is a growing trend towards the implementation of 
smart city strategies, which are perceived as a response to the complex challenges of urban 
sustainability, efficiency and quality of life. However, their applicability and usefulness depend 
on the specific local context, the level of institutional readiness and development priorities, 
therefore it is not justified to view the digital transformation of local units as a universal need. 
Many local administrative units have developed strategies for converting their cities into 
human-centred smart cities. There are increasingly complex demands in urban planning, traffic 
infrastructure, public transportation, water and energy supply, environmental protection, 
climate change adaptation, and sustainable waste management. All these factors necessitate the 
development of smart solutions for local administrative units. Management must be functional. 
Goals ultimately achieve strategic, controlling, and organizational outcomes at all levels 
(Weichrich and Koontz, 1998). Project economics and the application of project management 
knowledge, with the impact of project management on sustainable business operations in local 
government, can assist in transforming cities into smart cities (Aračić, 2023). "project 
management" (Omazić & Baljkas, 2005) denotes the applied knowledge, skills, tools, and 
techniques to project activities to achieve goals and meet the requirements set before the project 
by influential stakeholder groups. 
 
Achieving the vision of a smart city implies caring for the preservation of available natural 
resources, continuous education, interaction, and development of awareness and innovation in 
all areas, which is possible only with the active role of local administrative units that actively 
support the concept of a smart city. A smart city is where traditional management becomes more 
efficient through digital solutions to benefit its residents and businesses. Based on the analysis 
of available sources, there is no universally accepted definition of a smart city (Bibri et al., 
2024). "The purposeful connection of electronic-communication devices and the internet to 
reduce resource consumption and improve the quality of life in cities can be called a Smart City 
System" (Sarker, 2022). The evolution of continuous technological advancements constantly 
expands this term and its applications. A smart city transcends the mere use of digital 
technologies for better resource use, urban traffic networks, enhanced water supply and waste 
disposal facilities, and more efficient ways of lighting and heating buildings. It also means a 
more interactive and responsive city administration that gradually builds a smart city tailored 
to human needs, catering to both the ageing population and new generations of urban residents. 
Therefore, many regional and local administrative units endeavour to apply increasing projects 
and develop a project economy system to enable growth and development through an advanced 
financing system. 
 
This paper aims to determine the scope and possible application of sustainable project 
economics and project knowledge in local units for the effective transformation to create a so-
called smart city. 
 
The research will test the hypothesis that the introduction of a sustainable project economy in 
the management of local self-government units contributes to greater efficiency, transparency 
and more successful implementation of smart city development strategies. 
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2. Sustainable Project Economy in Building Smart Cities   
 
Providing an overview of existing efficiency levels and proposing enhancement measures 
allows for targeted changes towards improved efficiency (Babić et al., 2024). Management is a 
continuous process (Bennet, 1997) directed towards achieving organizational goals as 
efficiently as possible. It encompasses addressing the engagement of material, human, and 
financial resources, organizational structures, development, goal setting, and the selection of 
criteria for assessing organizational efficiency. Management sets standards, determines 
budgets, plans, controls, coordinates, leads, motivates staff, and makes decisions. Numerous 
definitions characterize project management. Project management integrates every necessary 
step to develop a project cycle to meet its goals (Moris, 1997). Cleland and Ireland (2002) view 
it as a series of activities performed in collaboration with project team members and other 
stakeholders during the project to meet the schedule, cost, and technical performance. Reducing 
these theories to a common denominator, it is evident that authors agree on four key areas 
defining management – process, goal achievement, efficiency, and limited resources. Following 
these definitions, project management and its categorical division of applicable knowledge have 
evolved. 
 
The Law on Local and Regional Self-Government (2000) mandates local self-government roles 
that require knowledge and possession of managerial methods and skills. Tasks related to the 
management of settlements, spatial and urban planning, communal services, child care, social 
welfare, primary health care, education, culture and sports, consumer protection, environmental 
protection, fire protection and civil defence, transportation, and maintenance of public roads as 
well as issuing construction and location permits, among many other acts, demand certain 
knowledge from public administration employees to fulfil these demands. All of this is a 
sustainability priority. 
 
Each of these requirements placed before local self-government is a project that should be 
implemented through the prism of the project life cycle to achieve greater efficiency and 
effectiveness. Local self-governments in project management are often latent, leaving the 
initiative to contractors, which often proves insufficient and thus generates long-term additional 
costs. Self-government and its capacities to lead and execute activities are the main issues. They 
often have inadequate territorial structure, excessive centralization of authority and resources, 
and inefficient internal management in local units. 
 
The first point of action towards improving the efficiency of local self-government is to 
progressively align the Law on Local Self-Government with the European Charter of Local 
Self-Government, which, once ratified, mandates autonomy and "local sovereignty" that must 
not be compromised by any higher authority in any way. 
 
Linkages to increased centralization and influence are also evident in assigning tasks to local 
self-government units, where confusion often arises in jurisdiction due to unclear legal 
provisions. Thus, in some cases, the jurisdiction remains ambiguous as to whether the tasks 
assigned to local government are within the transferred scope or fully under the jurisdiction of 
the local government unit. Enhancing local self-government units' efficiency is possible by 
applying project management knowledge for sustainable growth and development. Unlike 
traditional managed local self-government units with stable roles and long-term careers, 
project-based units operate in a dynamic, fast-paced environment where needs rapidly change. 
The methodology for applying project management knowledge in the comprehensive 
sustainable renewal of the economy of local units can be described by the phrase "project 
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sustainable economy." Project economy (Conforto, 2024) represents a paradigm shift in 
managing an organization and organizational challenges. A new project-driven mode of 
operation fosters project-driven and project-inspired actions. Recent research on managing 
hybrid projects indicates the increasing role of artificial intelligence (AI) in shaping the future 
of project management. AI helps project managers select the optimal combination of 
methodologies for each project, simplifies processes, reduces human errors, accelerates the 
adoption of hybrid methods, and optimizes combinations used for complex projects. As AI tools 
become increasingly sophisticated, project managers must stay ahead by learning how to use 
these technologies effectively. AI-driven project management platforms such as Jira and Trello 
facilitate real-time collaboration and management of hybrid projects among teams, reducing 
delays and enhancing communication. 
 
Research conducted within this paper argues that the purpose is not solely in projects when 
discussing project management but in the actual change of organizational thought. The existing 
definition of project economy indicates a paradigm shift, i.e., established practices in the 
organizational system. "Project economy as a principle is an enhancement of existing 
management practices aimed at fully integrating project management practices and knowledge 
absorbed into the organizational thought culture, changing the managerial mindset, and leading 
to a new paradigm of facing challenges" (Aračić, 2023). 
 
A sustainable economy is a unique project approach to business that balances and addresses a 
project's environmental, social, and economic aspects to effectively respond to current 
stakeholder demands (Roška, Merkaš, Šavor, 2023). 
Each local self-government that aims to be a smart city or place (municipality) achieving Smart 
City goals must realize six so-called smart areas: leadership, economy, environment, living, 
mobility, and people. That aims to encourage a complete transformation of the locality through 
more extensive and effective use of digital technologies and changes in management and 
planning, placing citizens at the core of urban, economic, and political centres. Altunbey et al. 
(2023) investigated to what extent the concept of a smart city enables more efficient use of its 
resources and provides better services to its residents. Their study explores smart practices in 
the City of Kashiwanoha, Japan, which is undoubtedly one of the best examples of a smart city 
in the world. "The study showed that smart ecological applications are designed to improve 
citizens' quality of life and ensure the city's sustainability. Smart environment applications in 
the smart City of Kashiwanoha include smart mobility, smart technology, smart governance, 
smart economy, smart life, and a smart environment based on transportation, energy, and 
environment." The researchers concluded that integrating blockchain technology could address 
urbanization challenges in smart cities' sustainable development. Research (Gorgol, 2023) 
exploring the smart city's physical structure confirmed that its spatial dimension can also be 
valued and measured. The main goal of the research was to develop a method for assessing the 
spatial dimension of the smart city. The methodology was based on comparative and 
interpretative analysis of logical argumentation based on analysis and synthesis. Thus, a tool 
for measuring and evaluating urban form can be applied to future smart city projects. From the 
vast range of previous research related to the development of the smart city concept, the 
prerequisite for a sustainable and transparent city necessitates the integration of a project-
sustainable economy, i.e., effective use of project management knowledge areas. 
 
It is essential to meet the criteria embedded in environmental, social, and governance (ESG) 
factors. Project management expertise is necessary for implementing the above-mentioned 
conditions. For example, environmental factors necessitate adapting production processes using 
recycled raw materials, converting production facilities to be more energy-efficient, and 
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implementing waste management policies to reduce environmental pollution. Social factors will 
require applying knowledge in managing human resources, communications, time, and quality. 
Governance factors, on the other hand, will imply the application of knowledge in risk 
management, integration, scope, cost, and procurement. The entire spectrum of project 
management knowledge is necessary in daily operations. The applicability of project 
management knowledge in local government is unique due to the nature of its tasks. Regardless 
of the specificities of local government, project economics can be utilized in city and local 
government management. 
 
Key public administration problems (Koprić, 2016) are in four groups: orientation, 
organization, motivation, and implementation. Research by Osmanagić Bedenik (2018) on the 
possibility of introducing control in Croatian public administration using a municipal example 
concludes that there is a need for better financial reporting, human resource management, risk 
management, and the introduction of quality performance indicators. To further the research on 
the application of sustainable project economics knowledge, investigate the maximization of 
public officials' capabilities, the genesis of their work outcomes, and the disparities between 
budget projections and actual project implementations. Public administration goals are general; 
success is a cumulative avoidance of mistakes, proper and economic resource use is secondary, 
while hierarchical accountability is exceedingly clear with limited delegation capacity 
(Farnham & Horton, 1996). 
 
A sustainable economy as an economic model enables long-term development with the 
conservation of natural resources, social justice, and economic stability. Through the 
sustainable economic model, local government units strive for sustainable resource 
management by introducing a circular economy, using renewable energy sources, and 
developing ecological agriculture. Through educational programs, further activities include 
green infrastructure, transportation, and social sustainability. Such an approach ensures the 
long-term development of local government units, balances economic, environmental, and 
social factors, and enhances the quality of life of their citizens. 
 
Sustainable project economics is increasingly positioned as a key part of contemporary project 
management theory and practice, considering the integration of environmental, social and 
economic aspects in all phases of the project cycle. Leading international standards, such as A 
Guide to the Project Management Body of Knowledge (PMBOK® Guide), emphasize that 
sustainability should be an integral part of strategic planning and project management (Project 
Management Institute, 2021). Furthermore, Turner (2009) points out that successful project 
management requires balancing the short-term goals of the project with the long-term interests 
of the community and the environment, thus positioning sustainability as a fundamental value 
in the project economy. 
 
"Sustainable project economy" means a modern approach to management that integrates the 
knowledge, skills and tools of project management with the principles of sustainable 
development (ecological, social and economic). It is about building on existing management 
practices that enables local governments and business entities to use resources more efficiently, 
increase transparency and achieve long-term development goals through project-structured 
processes. This concept implies the complete integration of project management knowledge 
into organizational culture and management mentality, thereby achieving a new paradigm of 
responding to the challenges of sustainability in urban development. 
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The main objective of this study is to explore the extent to which "sustainable project 
economics" is a necessary enhancement of existing management practices in local government 
units. This enhancement aims to integrate project management practices and knowledge that 
must lead to new paradigms in addressing ecological challenges. 
 
 
3. Methodology 
 
The study investigates the scope and possible ways of applying the concept of sustainable 
project economics, which encompasses principles of sustainable business and areas of project 
management knowledge with the goal of economical, efficient, and effective application in 
local government units for the ongoing transformation into smart cities.  
 
The research methodology is based on a qualitative study conducted in 2023 in the city of 
Slavonski Brod (Plusportal, 2023). The survey technique was used among 40 city 
administration employees. The sample was selected purposively, and the surveys were targeted 
within departments related to city management. The analytical procedure includes a descriptive 
analysis of the responses and the application of McKinsey's 7S model in the interpretation of 
the results in the context of a smart city strategy. 
 
Research conducted (Plusportal, 2023) showed that 74% of respondents believe the City 
Administration could more effectively handle citizens' complaints and requests. Regarding 
sports development and its potential to maximize tourist visits, 57% of respondents view it as 
an optimistic way to create a distinctive identity. Opinions are divided among respondents 
regarding the transparency of information on the current status of projects. Regarding the need 
for younger and more educated modern politicians, 88% agree that such leaders are necessary, 
aligning with the increasingly prevailing view in the Republic of Croatia. 59% of citizens 
believe that the economic condition of the City of Slavonski Brod depends mainly on the central 
government. Regarding public money spending, 69% believe that the city does not use funds 
based on principles of sensibility and economy, which relates to the general awareness of 
citizens about current matters. 
 
A survey helped to analyze the current state and verification of the management model. The 
survey involves 40 city officials in Slavonski Brod who are directly involved in city 
management (Aračić, 2023). The relevance of the survey lies in evaluating the quality of work 
and human resources associated with managing the human resources of the project, time, scope, 
communications, and principles applicable in the day-to-day operations of public 
administration. 
 
The study examining the efficiency of this model among public administration officials reveals 
that the City Administration of Slavonski Brod is relatively efficient in handling citizens' 
requests in system-related categories. Frequently, obstacles to more efficient resolution of 
requests arise from demands from superiors, resulting in a loss of continuity and disruption in 
weekly activity planning. The cause of these issues largely lies with the public officials; 55% 
acknowledge frequent disputes, intolerance, and covert or overt conflicts. Moreover, many 
surveyed officials are familiar with the operations of other departments and are willing to assist 
colleagues, expecting that such collegiality should be financially rewarded, a practice generally 
not adhered to, thus further intensifying an atmosphere of inertness. 
 



426 14th INTERNATIONAL SCIENTIFIC CONFERENCE

 
 

A new vision for Slavonski Brod for the period 2021 to 2027 is aimed at focusing the city on 
sustainable development and high quality of life for all citizens or as a smart city grounded in 
science and education, emphasizing the University and linking the education sector with the 
economy; sustainable city development through strengthening the economy and economic 
activities; implementing new technologies and smart solutions in city management and basic 
urban infrastructure while taking care of the environment and improving citizens' health and 
social services. 
 
Collected data were analyzed using the McKinsey 7S framework through a smart city strategy 
lens to determine how local government units utilize project management knowledge areas 
throughout the life cycles of executed projects. The results show the level of and usage of 
project management knowledge in local government and business entities. The research 
presents a model concept through which the local government unit, exemplified by Slavonski 
Brod, positions itself as a sustainable city developing according to smart city principles. 
Suggestions for strengthening sustainable business development based on guidelines and 
project management knowledge refer to business entities operating in the locality. 
 
 
4. Empirical Research Results  
 
As a starting point for evaluating integrated project management knowledge within the 
organizational structure of local government, specifically in the City of Slavonski Brod, we 
employed the McKinsey 7-S Framework (Waterman and Peters, 1982). Our focus areas 
included strategy, structure, systems, staff, skills, style, and shared values. The results of this 
analysis leverage the McKinsey 7S framework to relate to the internal organization and identify 
the general strengths, weaknesses, and opportunities within the City Administration, from 
which we can deduce the applicability of project management knowledge areas. 
The 'Smart City' analysis relates to the outcomes or overall success of project implementations 
envisioned in the amendments to the Budget Decision for the City of Slavonski Brod for 2024, 
with projections for 2025 and 2026.  
 
The survey analysis and development strategy use the McKinsey 7S framework viewed through 
the smart city concept lens. A strategy for economic development in Slavonski Brod made for 
2012-2020. Since then, no new strategies have been developed, pointing to the recycling of the 
existing ones or an internal strategic development of the city without a publicly visible written 
plan. A novel element is the Smart City strategy for Slavonski Brod for 2021-2027, designed 
for the new Multiannual Financial Framework period and the implementation program related 
to this strategy, along with the Urban Area Development Strategy of Slavonski Brod for the 
financial period 2021-2027 and its Action Plan. The structure of the local government consists 
of the mayor's function, administrative departments and four subsections. Systems representing 
the business and technical infrastructure indicate the level of informatization or digitization 
within the local government. Bottlenecks in administrative processes consist of demands and 
their fulfilment. Digital transformation or digitalization has not reached the necessary level to 
meet contemporary administrative needs. A particular bureaucratic procedure for the reception 
of requests in the registry and their final resolution by officials prolongs the realization process. 
According to the 7-S framework, the' staff' element includes talent management and overall 
human resources associated with the decision-making process through the training, 
employment, and rewards system. Our local government does not utilize a system of rewards 
or training in the corporate sense of the word, which would entail continuous education and 
greater efficiency and effectiveness of the work. The assumption is that the monotony of public 
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service jobs gives an impression of security and enough time for effective work, which many 
public officials succumb to. 
 

Graph 1: City Management Model Based on the McKinsey 7S Framework   
 

 
 

Source: Authors 
 
Regarding employment, there is a chronic shortage of officers despite constant recruitment 
drives. Although the local government unit is part of the bureaucratic system, there is a 
necessity to establish a human resources department that would continuously monitor quality, 
manage training systems, perform employment selections, resolve civil disputes in good faith, 
and promote the introduction of a rewards system as well as recognition of employees deserving 
of performance bonuses enabled by Article 13 of the Law on Salaries in Local and Regional 
Self-Government. The skills of the local government unit in Slavonski Brod imply how much 
growth, development, and career advancement opportunities there are for the officials. The 
personal development issue very often considers the lower-level officials' tasks. However, 
higher-placed officials also lack opportunities for growth and development, often lacking 
insured time to achieve departmental goals due to ad-hoc measures aimed at maintaining a good 
image of the administration. 'Style', a part of the framework for analysis, represents the culture 
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established within the company. In this case, it refers to the relationship between the highest 
and middle management towards lower-level officials as part of the soft skills element of 
management. It is well known that interpersonal relationships within the public administration 
are often disturbed due to the vertical superior-subordinate dynamic. Treatment towards lower-
ranked officials, as well as among middle management (department heads), is often the primary 
reason for creating an atmosphere of dissatisfaction and disrespect. 'Shared values' are generally 
absent in the local government in a corporate sense. Bureaucracy demands the fulfilment of 
administrative and other requirements while possessing values that remain more or less at the 
discretion of leadership elected in direct elections every four years. However, local government 
could transform this 'dark matter' into collegiality and professionalism that would reign among 
officials based on an ethical code by defining a clear mission and vision. 
 
The concept of a Smart City has been analyzed for the existing conditions in the City of 
Slavonski Brod across six domains (management, economy, mobility, environment, lifestyle, 
and people), which together form the strategy for a smart city. This analysis is based on the 
2024 Budget Decision for the City of Slavonski Brod and projections for 2025 and 2026. The 
study dissects budget heads, programs, activities, and capital projects, assigning them to the 
concept's corresponding pillar, which, through percentage values, expresses budget orientation 
toward the Smart City concept. The categorization of budget positions according to the Smart 
City pillars does not exclusively imply transformation positions but also positions concerning 
proper management techniques and the enrichment of the locality aligned with smart city 
principles. In the management sector, 0.45% of the budget must ensure transparent governance 
and community participation in decision-making. This allocation focuses on developing digital 
services for citizens, internal networking within the City Administration, and other components 
such as radio programming, newsletter printing, and various forms of promoting city projects 
and operations. 
 
Economic development, the second pillar of the Smart City concept, is supported by 1.20% of 
the budget. These funds foster innovation and entrepreneurship by constructing a business 
accelerator, developing entrepreneurial zones including research and conservation work, 
subsidizing the InnoBrod business incubator, and further investments in the Center for Creative 
Industries. Eighty per cent of these funds are reserved until proposed projects are approved 
through integrated territorial investments. 
 
Mobility receives the second-largest budget allocation at 13.6%. Much of this funding is toward 
capital projects such as constructing bicycle infrastructure, upgrading and modernizing 
municipal facilities incorporating new traffic solutions, and the continual replacement of public 
lighting. These investments support the enhancement of local accessibility and sustainable, 
innovative, and safe transport systems, and by building a new bus station, they enhance both 
international and local accessibility. 
 
For environmental initiatives in 2024, the city plans to invest 9.91% of the budget. Most 
allocations target projects aimed at reducing pollution and protecting the environment. Year-
round planting activities, green areas landscaping, and establishing a Botanical Garden are 
intended to reduce CO₂ emissions. Furthermore, the provision of free public transportation aims 
to decrease the use of personal vehicles, with the waste management policies yielding positive 
results as more than 1,500 tons of mixed municipal waste were collected from the start of 2023 
to the summer of 2024 due to a new waste separation policy in households, saving the city from 
penalties for non-separation of waste. 
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Graph 2: City management model based on the McKinsey 7S framework through the lens of 
the Smart City strategy. 

 
Source: Authors 

 
Quality of life enhancement is the most supported budget item at 46.22%. The focus here is 
particularly on cultural and educational institutions, aiming to ensure, for instance, that all 
primary schools operate on a single-shift system. Expansions and new construction of daycares 
guarantee enrollment for all children in the city, with additional 2024 allocated to subsidize 
daycare services for all children fully. Constructing housing for young families is a unique 
measure of ensuring affordable living options and potential property buyouts with included rent 
payments. Through these and other budget items, the city addresses all aspects of smart living, 
including cultural institutions, personal security, housing quality, educational facilities, tourist 
appeal, and social cohesion. 
 
The people category of the Smart City concept in the budget of the City of Slavonski Brod is 
supported with 0.95% of the total budget. This funding primarily enhances the quality of citizen 
participation in public life and co-finances science and higher education. 
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Sustainability, efficiency, and high quality of life planning through these six fields of action or 
specific city aspects explore how smart initiatives impact the achievement of the smart city 
strategy goals. A smart initiative or project becomes smarter as it utilizes project management 
knowledge and as the number of active fields increases. The budget allocation across these six 
key fields shows the planned level of enhancing the city's sustainability, efficiency, and quality 
of life. As a stand-alone field, technology facilitates project efficiency enhancements, while 
information and communication infrastructure, though crucial, are merely prerequisites for 
realizing established goals. Developing a smart city strategy requires genuine engagement and 
readiness for collaboration among institutions, the private sector, and citizens. Within each 
dimension (for example, according to the ASCIMER Good Practices Guide), fields of action 
can be broadly or narrowly defined, with possible specific smart initiatives/projects. The 
ongoing development and sustainability of the City of Slavonski Brod should result from a 
smart combination of new technologies, integrated platforms, modern infrastructure, new 
digital service designs based on the needs of citizens and business people, and the linking of 
smart mobile networks and networked devices, as illustrated in Graph 2 by the McKinsey 7S 
framework-based city management model 
 
The scientific contribution of the work is reflected in the operationalization of the concept of 
sustainable project economy in the context of local self-government, through the application of 
the McKinsey 7S framework and the smart city. The paper contributes to the development of a 
theoretical framework that connects the knowledge areas of project management with the goals 
of sustainable development in an urban context, offering a model applicable to local units. The 
empirical part of the paper confirms the usefulness of such an approach and opens up 
possibilities for further research and comparisons. 
 
The research results presented through a model reveal the weaknesses of the local government 
in Slavonski Brod in the internal governance segment. The absence of a concise economic 
development strategy contributes to the city's diminished attractiveness as a suitable business 
area. The lack of a variety of e-services provided by the City Administration results in a negative 
perception of the bureaucratic process, especially concerning the issuance of building and usage 
permits. Furthermore, a survey among officials indicates a certain complexity in relationships, 
which is the issue of a human resources department. 
 
Local government management has shown continuous and reasonable investment aligned with 
the Smart City concept, accounting for 72% of the budget. Over the past few years, Slavonski 
Brod is Croatia's greenest and cleanest city. Additionally, the city has over 70 parks and plans 
to build a Botanical Garden soon. Demographic measures and policies targeting youth have 
resulted in a higher birth rate, while the development of cycling infrastructure promotes smarter 
mobility. 
 
The applicability of sustainable economy projects in local government and business entities 
reflects the ideology of management by projects. The process involves changing work methods, 
thinking, and consciousness. Thus, the sustainable project economy becomes a principle and an 
enhancement of existing management practices aimed at fully integrating project management 
practices and knowledge into the local management unit's culture, significantly changing the 
managerial mindset and leading to a new paradigm for meeting challenges. Consequently, 
applying project management knowledge can elevate management efficiency levels. Project 
scope management knowledge identifies, evaluates, and structures project goals. Such 
knowledge is essential in daily decision-making concerning goal management. Knowledge of 
project resource management is crucial for participants in management to achieve better 
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outcomes and actualize established activities. Knowledge of project time management is a 
unique asset that, in synergy with other knowledge, results in timely activities that meet 
requirements. Local government can employ this knowledge in planning weekly activities, 
where each official manages individually and receives financial incentives for perseverance 
based on these. Knowledge of cost management in local government is vital in compiling the 
annual budget, which can be made based on a zero-based budgeting approach to trim 
unnecessary costs or overestimated positions that are poorly executed by year-end. 
 
On the other hand, business entities use this knowledge to maximize annual profits and ensure 
sufficient solvency. Quality management is critical for the City Administration in the segment 
of public tenders. Many public tenders in the Republic do not define the quality level they wish 
to achieve in remediation, reconstruction, or construction projects. 
 
Most local governments demand cost-effectiveness at the expense of quality and durability that 
quality ensures. Entrepreneurs predominantly use this knowledge in producing their products 
or services, less so in regular business operations within the business culture. Human resource 
management in local government is unjustifiably overlooked, given that hiring occurs through 
public competitions that employ the most theoretically and experientially knowledgeable 
candidates rather than teamwork-oriented individuals with high ethical standards, as confirmed 
by a survey among officials. The reward system should additionally promote excellence among 
officials, and the introduction of a monthly activity plan in the citizen request resolution 
segment, based on the weighted arithmetic mean of time needed to resolve a certain number of 
requests per month, should not be neglected. Knowledge of communication management is 
likely the most significant obstacle in local governments for successful operations, as leaders 
are often characteristically authoritative, reducing subordinates to bureaucratic task execution, 
which many officials find dissatisfying and become inert, knowing they are unlikely to be 
dismissed. Furthermore, managing communications can also be used in devising methods of 
informing citizens to achieve a more approachable or "closer" administration. Lastly, project 
risk management knowledge in local governments can serve to identify and manage risks to all 
economic growth factors. 
 
Overall, project management knowledge can be utilized in everyday activities, emphasizing the 
connective tissue that could be formed from the so-called "Vroom-Yetton-Jago normative 
decision-making model" (Lührs, Jager, Challies, 2018). The relevance of this model is reflected 
in the delegation of responsibilities absent in local government, which would reduce 
bureaucratic processes, and in business entities, promote collaborative decision-making not 
present in authoritative entrepreneurs who fail to recognize the strength of employees and 
teamwork, nor the benefits of reducing the burden of business decision-making as demonstrated 
in Graph 3.  
 
This graph showcases the interconnection between elements, illustrating how knowledge of 
project management, based on conducted research, can influence the transformation and 
improvement of Smart City elements through the McKinsey 7S model in this specific local 
government unit. The elements of the McKinsey 7S model are indicated by triangles, elements 
of the Smart City concept by circles, and project management knowledge by squares. 
Observed changes based on the city evaluation concept (IMD, 2024) should be primarily in the 
management efficiency of smart cities. Globally, as the world continues to change rapidly and 
faces increased uncertainty, cities are becoming hubs for new solutions and methods that 
prepare us for a future in a world of digital inequality. According to the 2024 IMD Smart City 
Index, key research data was on structures and technologies in five crucial areas: health and 
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safety, mobility, activities, opportunities, and governance. Research on the development of top-
rated smart cities can yield ideas for urban development projects and enhance the quality of life 
by achieving project goals through the identification, classification, and execution of these 
projects. Such a document must define key areas of knowledge that local and regional 
governments must utilize. That approach will standardize the management and resource 
allocation process, ensuring the quality of public administration operations. 
 
 
 Graph 3: The impact of project management knowledge on transformation and improvement  

Smart City elements through the McKinsey 7S model  
 

 
 

Source: Authors 
 
The scientific contribution of the work is reflected in the operationalization of the concept of 
sustainable project economy in the context of local self-government, through the application of 
the McKinsey 7S framework and the smart city. The paper contributes to the development of a 
theoretical framework that connects the knowledge areas of project management with the goals 
of sustainable development in an urban context, offering a model applicable to local units. The 
empirical part of the paper confirms the usefulness of such an approach and opens up 
possibilities for further research and comparisons. 
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5. Conclusion 
 
The research indicates that project economy represents a dynamic evolutionary process in 
which local government can achieve developmental goals, and enterprises can maintain 
responsible, sustainable operations by employing project management as a mode of operation, 
living, and understanding. The term project economy encapsulates the significance of project 
management as a comprehensive body of knowledge, emphasizing daily task execution and 
project leadership. 
 
The study highlights a discrepancy between public opinion survey results and transparent 
management, which could imply political inertia among the local population, aligning with 
local election turnout percentages. The inquiry into the application of project management 
knowledge and principles of sustainable business in local government units and business 
entities, and how its application reflects on the economic development of localities, 
demonstrates that these areas of project management knowledge and their practical impact have 
considerable potential in achieving the developmental goals of local governments and 
enterprises. Sustainable project economy thus represents a synergy of knowledge and the will 
of those committed to changing work practices by leveraging project management knowledge 
to benefit local and business development. 
 
This work confirms that applying project management knowledge or introducing a sustainable 
project economy in local government units and business operations is a prerequisite for political 
effectiveness and economic and commercial growth and development. The research suggests 
that a sustainable project economy is not merely a collection of project management knowledge 
but an entirety of knowledge and practices derived from development economic theories and 
project management. The proposed standardized processes based on project management aim 
to enhance the efficiency of local governments and business entities. 
 
The limitations of the research arise from a relatively small sample size. Further research should 
employ various methodological approaches on a larger, more dispersed sample. The obtained 
results can serve as guidance. They are sufficiently indicative for a better understanding of the 
different aspects of using sustainable project economy knowledge in management and 
sustainable growth that local government units can apply. 
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ABSTRACT 
 
Institutional quality is a key determinant of national competitiveness, especially in small open 
economies exposed to international market pressures. Many post-transition economies, 
including Croatia, are caught in a "Post-Transition Trap" - a situation where weak 
institutions, despite market reforms, prevent these economies from fully realizing their growth 
potential and achieving sustained competitiveness. This paper examines how institutional 
quality, as a non-price competitiveness factor, plays a crucial role in strengthening economic 
performance. In this study, export performance is used as the main proxy for national 
competitiveness, enabling a focused empirical assessment of how institutions influence trade 
outcomes. Traditional models focus on price factors like labor costs, but in a globalized 
economy, institutional quality becomes increasingly important. Croatia competes in a market 
where non-EU countries offer lower labor costs. In this context, cost-cutting alone is 
unsustainable, and higher institutional quality is essential for boosting business confidence, 
attracting investment, and improving competitiveness. 
This study uses panel data analysis with annual data from 2002 to 2023, covering eleven 
post-transition EU countries (Bulgaria, Czech Republic, Estonia, Croatia, Latvia, Lithuania, 
Hungary, Poland, Romania, Slovakia, and Slovenia). The model includes real exports of 
goods as a key indicator, grouping variables into price-based and non-price competitiveness 
factors, with foreign demand as a control variable. The core explanatory variable is 
institutional quality, measured using World Governance Indicators (WGI), including rule of 
law, regulatory quality, and political stability. 
The relevance of this research is reinforced by the recent Nobel Prize in Economics awarded 
to Daron Acemoglu, Simon Johnson, and James A. Robinson for their contributions to 
understanding how institutions shape economic development. Findings indicate that weak 
institutional quality negatively impacts competitiveness. This study offers policy 
recommendations to enhance economic performance in post-transition countries, including 
Croatia. 
 
Key words: Institutional quality, Competitiveness, Panel data analysis, Post-transition  
                   economies. 
 
 
1. Introduction 
 
In today’s globalised economy, institutional quality has become a key factor in shaping a 
country’s competitive position. Institutions define the rules of the game within which political 
and economic actors operate. North (1990) describes them as formal and informal rules that 
structure human interaction and shape resource distribution. They influence incentives, reduce 
transaction costs, and enable more efficient economic outcomes. Rodrik (2000, 2007) 
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1. Introduction 
 
In today’s globalised economy, institutional quality has become a key factor in shaping a 
country’s competitive position. Institutions define the rules of the game within which political 
and economic actors operate. North (1990) describes them as formal and informal rules that 
structure human interaction and shape resource distribution. They influence incentives, reduce 
transaction costs, and enable more efficient economic outcomes. Rodrik (2000, 2007) 

similarly views institutions as behavioural rules that generate stable expectations among 
actors. He categorizes them into five groups: property rights, regulatory institutions, 
macroeconomic stabilization, social security, and conflict management. Participatory political 
institutions play a central role in maintaining a high-quality institutional framework. Although 
debates continue over the roots of income disparities, many studies emphasize that strong 
institutions, particularly those protecting property rights, are crucial for attracting investment, 
building capital, and raising income levels (Acemoglu et al., 2014). 
 
Institutions refer to formal and informal rules, norms, and organizations, and provide the 
essential basis for a functioning market system. Beyond law enforcement, they ensure 
predictability, reduce transaction costs, and foster trust, innovation, and investment. The 
research of the 2024 Nobel Prize laureates Acemoglu, Johnson, and Robinson confirms that 
inclusive institutions, those ensuring equal access to opportunities and limiting power abuse, 
are essential for long-term growth. A functioning legal system, sound regulation, and political 
stability together create an environment that supports productivity and international 
competitiveness (Hall and Jones, 1999; Porter, 1990; Pelletier and Bligh, 2006). 
 
The importance of institutional capacity has been further emphasized by recent shifts in the 
global order. The rise of protectionist policies, trade tensions between the United States and 
China, and the imposition of tariffs under the administration of Donald Trump signal a new 
phase of global trade fragmentation. In this context, Europe faces strategic challenges — how 
to preserve competitiveness while ensuring cohesion among its member states. In a report 
prepared for the European Commission, Mario Draghi (2025) warns that Europe can no 
longer rely on the externalities of globalization that have powered its growth for decades. 
Instead, a redefinition of industrial policy is needed, along with strengthened decision-making 
and investment implementation capacity, and more effective coordination among EU member 
states. 
 
It is within this broader institutional context that the concept of the “post-transition trap” 
emerges, describing a situation in which countries, despite having undergone the initial phases 
of market liberalization and democratic stabilization, fail to achieve dynamic, sustainable, and 
competitive growth. Their institutions often exist only formally, while in practice they remain 
weak, inefficient, or captured by clientelism and political opportunism (Polterovich, 1999, 
2004, 2008; North, 1990). Instead of progressing toward models based on high growth and 
innovation, these countries remain in permanent transition, marked by low productivity, weak 
institutions, and vulnerability to external shocks. Their growth is usually cyclical and not 
trend-based, driven by macroeconomic impulses, favorable external conditions or foreign aid, 
but lacking stable developmental pathways supported by strong, predictable and effective 
institutions. This post-transition trap represents a structural barrier between nominal progress 
and real development (Balcerowicz, 2014; Stoyanov, 2019). 
 
This situation is particularly difficult for countries after the transition, which are still 
grappling with the legacy of weak institutional foundations, limited reform capacity and low 
productivity. Although they are formally integrated into the European structure, many of these 
countries have not yet converged with the standards of the most developed EU Member 
States. Institutional quality is a “invisible obstacle”, and its absence often neutralizes the 
effects of financial assistance, slows down structural adjustment and undermines efforts to 
diversify exports. In this regard, understanding the relationship between institutional quality 
and international competitiveness is essential not only for academic discourse, but also for the 
formulation of sustainable economic policies. While competitiveness is a multidimensional 
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concept, this paper focuses specifically on export performance as its operational measure, 
reflecting a country's ability to compete in international markets under varying institutional 
conditions. 
 
The increase in global asymmetries, the increase in technological equivalence, and the 
institutional fragmentation in the European Union raise serious concerns about the long-term 
sustainability of growth models in peripheral European economies. True integration and equal 
participation in the internal market require profound structural transformations, rooted in 
strengthening the institutional foundations. Consequently, institutions are not merely 
administrative structures, but strategic resources that shape economies' competitiveness and 
resilience to global shocks. In the context of an increasingly complex international landscape 
and growing internal tensions within the EU, the quality of institutions in post-transition 
countries becomes a critical factor in understanding their developmental prospects — not 
merely as a statistical indicator, but as the core of their capacity to respond to the challenges 
of the 21st century. As explained in the introduction, institutions refer to the rules, norms, and 
organizations that govern political and economic behaviour. In this paper, institutional quality 
specifically refers to the effectiveness of the rule of law, regulatory quality, and political 
stability, following the operationalization used in the World Governance Indicators (WGI). 
This paper contributes to the existing literature by addressing a gap in empirical research: 
while the importance of institutions for economic growth is widely recognized, studies 
examining their impact on export performance, particularly in post-transition and CEE 
countries, remain limited. Most existing research focuses on price competitiveness or the 
relationship between institutional quality and GDP, whereas the link between institutional 
frameworks and trade dynamics is still underexplored. This paper responds to that gap by 
applying dynamic panel analysis to assess how institutional indicators influence goods exports 
in post-transition EU economies. 
 
The paper is organized into five sections. Section 2 reviews the literature. Section 3 presents 
the data and methodology. Section 4 discusses results. Section 5 concludes with policy 
implications and limitations. 
 
 
2. Literature review 
 
The relationship between institutions and economic development is well-established in 
economic theory. Theories by Acemoglu and Robinson (2012), North (1990), and Rodrik 
(2004) imply that institutions are the primary determinants of sustainable economic growth 
and competitiveness. Rodrik (2004) points out that institutions outweigh geography and trade 
in shaping development paths-an observation supported by the superior performance of 
Central European countries like Slovenia and the Czech Republic over the Western Balkans, 
despite similar geographic conditions. During the 2022 energy crisis, institutional strength 
also determined adaptability: Poland responded faster to global shocks than more corrupt 
peers like Romania. These disparities reflect deeper institutional inequalities, with Western 
and Northern Europe scoring between 0.8 and 0.9 on institutional quality indices, while 
Southeastern regions remain at 0.3 to 0.5 (ECB, 2024; UB, 2013). As Acemoglu and 
Robinson (2012) highlight, only inclusive, well-functioning institutions reduce transaction 
costs and enable firms to grow and innovate. Without comprehensive reforms, post-transition 
economies will struggle to converge with Western European standards, regardless of financial 
support from the EU. 
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Robinson (2012) highlight, only inclusive, well-functioning institutions reduce transaction 
costs and enable firms to grow and innovate. Without comprehensive reforms, post-transition 
economies will struggle to converge with Western European standards, regardless of financial 
support from the EU. 

Acemoglu et al. (2001, 2005) state that institutional quality is the key driver of long-term 
economic outcomes. Inclusive institutions that protect property rights, enforce contracts and 
encourage participation support innovation, investment and growth. In contrast, extractive 
institutions hinder these processes and lead to stagnation. Without institutional reform, 
improvements through capital or technology alone are unlikely to succeed. Thus, strong 
institutions are essential for productivity and international competitiveness. 
 
Based on these theoretical ideas, many empirical studies have explored specific channels that 
influence institutional quality in terms of productivity and competitiveness. The institutional 
framework influences the competitiveness of the country directly not only by shaping 
macroeconomic stability, but also by improving the microeconomic environment in which 
enterprises operate. Competitiveness is no longer determined only by labor costs and 
exchange rates, but increasingly by institutional factors such as governance quality, regulatory 
efficiency and law enforcement. These institutions are essential in post-transition countries to 
ensure the confidence of businesses, attract investment, and support structural transformation 
(Rodrigez-Pose et al. 2020; Merdzan et al. 2024; Trpeski et al. 2024). 
 
Adkins et al. (2002) Agostino et al. (2020) and Égert (2016) have shown that strong 
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transition economies striving to match Western productivity levels. 
 
Productivity, a key channel through which institutions affect competitiveness, remains below 
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governed economies (Filip et al., 2025). 
 
Alexiou et al. (2020) state that institutional quality has a substantial positive effect on long-
term growth in post-socialist economies. Regulatory quality supports short-term growth by 
reducing bureaucratic burdens. The study confirms that institutional improvements precede 
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Among the studies that focus on the origins of institutional quality, particular attention has 
been given to variables that can be shaped through public policy. In this context, research by 
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improve institutional performance. Using panel data, they identify income, tax efficiency, 
education, redistribution, and openness as key drivers. Efficient taxation fosters 
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International openness supports convergence with global standards. The study concludes that 
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institutional quality can be deliberately improved through strategic reforms, reinforcing a 
positive cycle between institutions and development. 
 
Growing attention has been paid to how institutional quality shapes a country’s international 
competitiveness, not only through macroeconomic stability but also via governance, legal 
certainty, and innovation capacity. Camargo (2021), based on two decades of literature 
review, discovered that political stability, regulatory efficiency and corruption control are 
consistently related to a better global ranking. Effective public administration and transparent 
legal systems create predictable business environments, lower transaction costs, and support 
innovation.  
 
Competitiveness is a multidimensional concept with varying definitions and interpretations 
depending on the level of analysis and methodological approach. It encompasses both 
microeconomic aspects, such as firm strategy and innovation, and macroeconomic elements, 
including institutional capacity, productivity, and economic stability. The OECD 
(Hatzichronoglou, 1996) defines competitiveness as the ability of economic agents to generate 
high levels of income and employment on a sustainable basis, despite exposure to 
international competition. Similarly, the World Economic Forum (WEF, 2013) conceptualizes 
competitiveness through twelve interconnected pillars, including institutions, infrastructure, 
labour and product markets, innovation, and technological readiness. The European Central 
Bank (ECB, 2009) further suggests that competitiveness can be operationalized through 
export growth, market share, and current account balances, particularly in the case of open 
economies. 
 
Different views exist in the literature regarding the usefulness and applicability of the 
concept. Krugman (1994) strongly criticizes the use of competitiveness at the national level, 
arguing that it often obscures the real causes of poor productivity and can lead to politically 
harmful protectionism. Similarly, Cho and Moon (2000) argue that the analysis of national 
competitiveness should be grounded in sectoral productivity rather than aggregate 
macroeconomic indicators. Despite such criticisms, many institutional and empirical 
approaches retain competitiveness as a valuable analytical framework—especially when 
clearly defined and appropriately adapted to the specific characteristics of a given economy. 
One of the most widely used dimensions of competitiveness in empirical research is export 
competitiveness. The ECB (2005) defines it as a country's ability to achieve competitive 
advantages in international markets through price and product quality, while ECB (2014) 
further includes technological capabilities, institutional conditions, and geographical 
diversification. Traditional indicators of price competitiveness—such as the real effective 
exchange rate based on CPI, ULC, or GDP deflator—remain widely used due to their 
comparability, yet they carry limitations. Marsh and Tokarick (1996) caution that such 
indicators often ignore trade in intermediate goods, sectoral variations, or cyclical changes in 
productivity. 
 
In light of these limitations, research increasingly emphasizes non-price competitiveness 
factors, including product quality, innovation, R&D intensity, institutional performance, and 
export structure complexity. Monteagudo and Montaruli (2009) define these as residual 
factors that go beyond price effects and external demand. The ECB (2014) also highlights the 
importance of intensive and extensive export margins—namely, a country's ability to deepen 
existing trade relationships and access new markets. Global indices such as the GCI (WEF, 
2013) and the WCY (IMD, 2013) offer broader institutional insights, though their application 
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in empirical analysis faces challenges such as methodological consistency and indicator 
overlap. 
 
In this paper, export competitiveness is adopted as a concrete, measurable proxy for 
international competitiveness in post-transition EU countries. This choice is consistent with 
previous studies that emphasize exports as a key non-price dimension of competitiveness 
(e.g., Ruzekova, et al., 2018; Bierut and Dybka, 2019), particularly in relation to institutional 
factors. While export performance does not capture all facets of competitiveness—such as 
domestic market dynamics or sustainability—it offers a data-driven and internationally 
comparable basis for assessing how institutional quality shapes external economic 
performance. 
 
Empirical research increasingly confirms that institutional quality is a key determinant of 
export performance, particularly through its influence on non-price competitiveness. 
Ruzekova et al. (2018) show that dimensions such as government effectiveness, regulatory 
quality, and control of corruption directly shape a country’s ability to compete internationally, 
using exports as a measurable outcome. Building on this, Bierut and Dybka (2019) find that 
well-functioning institutions not only boost export volumes but also drive structural 
transformation in the export mix, suggesting a dual role of institutions in enhancing both the 
scale and complexity of exports. Benkovskis and Wörz (2013) similarly integrate institutional 
considerations into its composite measure of non-price competitiveness, highlighting how 
regulatory frameworks and institutional capacity affect export quality and diversification. 
Further, Xifré, R. (2019) develops an index based on export shares and structural 
characteristics, once again reinforcing the role of institutions in shaping competitiveness 
beyond cost-based metrics. Finally, the European Commission (2018) links stronger 
institutional environments to higher export quality and deeper participation in global value 
chains. Taken together, these studies illustrate that institutional quality not only facilitates 
export activity, but fundamentally conditions its long-term structure, sustainability, and global 
relevance. 
 
To better understand the impact of institutions in the real world, researchers have studied how 
the quality of institutions influences results in different regions, especially after transition in 
Europe. Institutional quality plays a central role in the formation of the growth trajectory and 
competitiveness of EU countries after transition. In the last 20 years, countries in Central and 
Eastern Europe have undergone major changes, moving from a central planning system to a 
market-based system. Although great progress has been made, recent literature highlights the 
persistent institutional weaknesses that continue to hamper long-term convergence with 
Western European standards. 
 
Vitola and Senfelde (2015) showed that formal and informal institutions affected economic 
performance, their influence varying depending on the stage of development of a country. 
Strong institutions improve per capita GDP and life expectancy, and targeted and phase-
specific reforms are key to reducing the EU's development gaps. Rodrguez-Pose et al. (2020) 
highlight that regional institutional quality also shapes productivity at the corporate level. 
They found that strong institutions not only increased labour productivity, but also reduced 
the negative impact of credit constraints, especially on SMEs. Together, these studies 
underscore the importance of institutional adaptation and financial access to reducing regional 
productivity differences across Europe. 
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Trpeski et al. (2024) examine how institutional quality affects economic growth in post-
transition CEE countries from 2000 to 2020. Their panel regression analysis shows that 
stronger rule of law and corruption control can raise GDP growth by up to 2.5 percentage 
points annually, while high corruption reduces public investment efficiency by 30–50%. 
Countries like Estonia and the Czech Republic outperform weaker institutional peers such as 
Bulgaria and North Macedonia. The effective use of EU funds also hinges on institutional 
strength, with transparent countries like Poland gaining more. The authors warn that without 
major reforms, CEE countries risk long-term stagnation and divergence from Western Europe. 
Evidence from post-socialist economies confirms that institutional development is central to 
long-term growth. Countries like Estonia and Poland, with stronger institutions, consistently 
outperformed peers with weaker governance, achieving 2–3 percentage points higher annual 
growth (Beck & Laeven, 2005). Historical legacies, such as reliance on natural resources and 
prolonged socialist rule, often undermined institutional reform by entrenching elite interests. 
More recent findings reinforce this pattern: Merdzan and Slaveski (2023) show that robust 
institutions—marked by effective rule of law, corruption control, and regulatory quality—led 
to faster GDP growth and higher FDI inflows, especially in the Baltics and countries like 
Poland and Slovakia. In contrast, the Balkans continue to lag due to governance weaknesses. 
Both studies stress that sustained growth in post-transition economies hinges on anti-
corruption efforts, judicial independence, and the strategic use of EU integration to strengthen 
inclusive governance. 
 
Douarin and Mickiewicz (2022) emphasize that despite progress in regulatory reforms, post-
communist countries still face significant shortcomings in overall institutional quality. The 
authors highlight that persistent issues such as corruption, institutional inefficiency, and social 
inequality are closely linked to weaker institutional environments and are associated with 
slower economic growth and lower levels of societal well-being. Their work suggests that the 
post-communist transition is not yet complete, particularly in areas related to the rule of law 
and effective governance. 
 
Croatia presents a particularly illustrative case of how institutional challenges can derail the 
expected gains of transition and EU integration. Kotarski and Petak (2019) examined Croatia's 
post-communist transition, focusing on how the first advantages (favourable geographical 
location, developed infrastructure and EU accession) did not translate into sustainable growth. 
Instead, Croatia fell into a middle-income trap, characterized by stagnation, institutional 
decline, and persistent clientism. The authors believe that the occupation of the State and the 
“property economy” (such as political appointments to the public sector) have undermined 
efforts to improve democracy and reform. Despite membership of the EU, institutional 
reforms have stalled and only 7 % of EU recommendations have been implemented by 2019. 
The deindustrialization of Croatia, excessive regulation and the elite's search for rents have 
discouraged foreign investment and innovation. In comparison with other Central European 
countries, Croatia's GDP growth lags between 1990 and 2019, falling by 15 to 20 percentage 
points. The fragmented coalitions, short-term political calculations and weak reform impulse 
have further reinforced these problems. The authors concluded that dismantling clientele and 
strengthening institutions were essential to escaping the trap of middle-income and enhancing 
long-term competitiveness. 
 
Rogić Dumančić et al. (2021) examine the link between the quality of the European Union 
institution and the effectiveness of the product market (PME), with a focus on Croatia. This 
paper provides empirical evidence that institutional weaknesses and corruption significantly 
affect market performance. A stronger institution, with transparency, constitutional rule and 
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Rogić Dumančić et al. (2021) examine the link between the quality of the European Union 
institution and the effectiveness of the product market (PME), with a focus on Croatia. This 
paper provides empirical evidence that institutional weaknesses and corruption significantly 
affect market performance. A stronger institution, with transparency, constitutional rule and 

regulation quality, promotes competition and reduces transaction costs, while corruption 
distorts market mechanisms and reduces efficiency. Croatia is lagging behind EU due to 
persistent institutional shortcomings such as bureaucratic inefficiency, political instability and 
high levels of corruption. These deficiencies reflect lower PME scores than in countries such 
as Slovenia. These conclusions highlight the need for institutional reform to improve 
competitiveness and bridge the gap between older and younger EU Member States. 
 
Beyond individual countries, wider research at EU level highlights the importance of a robust 
institutional framework to improve competitiveness and resilience across Member States. 
Filip and Seizer (2025) studied how regional institutional quality affected EU economic 
growth and resilience using data from about 200 regions between 2010 and 2021. They found 
that regions with stronger institutions, characterized by transparent governance, effective 
public administration and corruption control, grew on average 0.5 percentage points per year, 
and that those with the poorest regions converged to the EU average and increased their 
growth by 0.8 percentage points per year. Strong institutions also enhance resilience: such 
regions are three times less likely to experience severe crises, while weaker ones suffered an 
additional 4-percentage-point GDP decline during the COVID-19 pandemic. Notably, intra-
country disparities often exceed inter-country gaps, emphasizing the need for regional-level 
reforms.  
 
These conclusions show that strong regional institutions not only support growth and 
resilience, but also support broader competitiveness. Filip et al. expanded this view. (2025) 
argue that weak institutions contribute to the European delay in productivity, innovation and 
digital transformation of the United States and China. More than half of the EU countries 
have experienced a decline in governance indicators, while administrative delays, such as the 
slow use of FRF funds, have further hampered performance. The authors call for regulatory 
simplification, stronger public administration and investment in digital and green skills, 
warning that without effective institutions and coordinated reforms, Europe risks long-term 
stagnation and competitive decline. 
 
Although the report of the European Investment Bank (2016) is a bit older, it remains relevant 
to understand the structural weaknesses persisting in EU competitiveness, such as declining 
productivity, underinvestment and fragmented financial markets, which continue to shape 
European competitiveness today. It emphasizes that the restoration of competitiveness 
requires the strengthening of innovation, skills, infrastructure and, above all, institutional 
quality, defined as effective regulation, security of property rights and market efficiency. 
Initiatives such as the Europe Investment Plan and the European Strategic Investment Fund 
(EFSI) are examples of this approach. The EIB's 2025 report firmly reaffirms these priorities 
and emphasizes that effective institutions are crucial to boosting competitiveness, attracting 
investment and addressing the growing global and internal challenges of the EU.  
 
To conclude, institutional quality remains a decisive factor in determining the productivity 
and competitiveness of the EU economy after transition. While historical legacy continues to 
be a challenge, countries that have undertaken timely and effective institutional reforms show 
more dynamic and resilient growth patterns. Strengthening the quality of institutions, through 
transparent governance, efficient administration and the rule of law, remains the basis for 
sustainable convergence and long-term economic resilience within the European Union. 
 
Based on the theoretical foundations and reviewed empirical literature, this paper formulates 
the following research questions: how does institutional quality influence export 
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competitiveness in post-transition EU countries, and are these effects asymmetric depending 
on whether a country’s institutional performance falls below or exceeds the expected EU 
benchmark? From these questions, the following hypotheses are derived: 
 
H1: Institutional quality positively affects export performance. 
 
H2: The positive effect of institutional quality on exports is stronger in countries with an 
institutional deficit (inst_low) than in those with an institutional surplus (inst_high). 
 
 
3. Data and Methodology 
 
This paper examines the role of institutional quality as a non-price factor of competitiveness 
in the export function of post-transition EU economies. To assess the impact of institutional 
quality on export performance, a panel regression analysis is applied.  
 
The analysis uses annual data covering the period from 2002 to 2023 (depending on the data 
availability). The sample includes eleven post-transition EU member states: Bulgaria, Czech 
Republic, Estonia, Croatia, Latvia, Lithuania, Hungary, Poland, Romania, Slovakia, and 
Slovenia. The dependent variable is real exports of goods, which serves as a proxy for export 
competitiveness. Data description and sources are available in Table 1. 
 
Explanatory variables are grouped into price and non-price competitiveness factors, with 
special emphasis on institutional quality as the core non-price variable in this paper. Also, 
exports depend not only on price and non-price competitiveness factors, but also on the 
business cycles of the countries' main trading partners. Therefore, to account for external 
demand conditions, foreign demand is included in the model as a control variable.  
 

Table 1: Data description and sources 
 

  Variable Label Time Measure Source 

The 
expected 

theoretical 
sign 

Dependent 
variable Exports of goods EXPORTS 2002-

2023 

Chain linked 
volumes, 

index 
2010=100 

Eurostat   

Price 
competitiveness 

factors 

Real effective 
exchange rate (deflator: 
consumer price index - 

27 trading partners - 
European Union from 

2020) 

REER 2002-
2023 

Index, 
2015=100 Eurostat - 

Non-price 
competitiveness 

factors 

Institutional quality – 
composite index INST 2002-

2023 

Rating, value 
scale from -
2.5 to 2.5. 

Author’s 
calculation; 
World Bank 
WGI 
(World 
Governance 
Indicators). 

+ 
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  Variable Label Time Measure Source 

The 
expected 

theoretical 
sign 

Institutional gap – 
below expectation  

inst_low 

2002-
2023 

Interaction 
term (INST × 
dummy for 
inst_gap < –
0.5) 

Author’s 
calculation; 
World Bank 
WGI 
(World 
Governance 
Indicators). 

+ 

 Institutional gap – 
above expectation 

inst_high 

2002-
2023 

Rating, value 
scale from -
2.5 to 2.5. 

Author’s 
calculation; 
World Bank 
WGI 
(World 
Governance 
Indicators). 

+/–/0 

Labour productivity PROD 2002-
2023 

Real labour 
productivity 
per hour 
worked, 
index 
2015=100 

Eurostat + 

Control 
variables  

Gross domestic product 
at market prices, EA12 GDPEU 2002-

2023 

Chain linked 
volumes, 

index 
2010=100 

Eurostat + 

 
Source: Author 

 
 
In order to assess the impact of price competitiveness, the model includes the real effective 
exchange rate (REER). The REER is defined such that an increase in the index indicates a real 
appreciation of the national currency. The expected sign is negative, as a real depreciation (a 
decline in the index) tends to stimulate exports by improving price competitiveness. The 
deflator used is the consumer price index, based on 27 trading partners, with the European 
Union reference from 2020 (Eurostat). 
 
The second group of explanatory variables thus captures non-price competitiveness factors 
through institutional dimensions. Institutional quality is measured using a composite index 
based on three World Governance Indicators (WGI): rule of law (RL), regulatory quality 
(RQ), and political stability (PS). These indicators are obtained from the World Bank’s WGI 
database and are measured on a standardized scale ranging from –2.5 to +2.5. A strong rule of 
law contributes to a stable business environment and reduces transaction costs, thereby 
positively affecting export competitiveness. Higher regulatory quality enhances efficiency, 
fosters entrepreneurship, and facilitates investment - key elements of non-price 
competitiveness. A politically stable environment enhances predictability, builds investor 
confidence, and facilitates international trade flows. To obtain a more concise and analytically 
tractable measure of institutional performance, the model employs an aggregate index (INST), 
calculated as the arithmetic mean of RL, RQ, and PS. This approach preserves the conceptual 
breadth of the individual indicators while reducing multicollinearity and simplifying 
interpretation within the empirical framework. 



446 14th INTERNATIONAL SCIENTIFIC CONFERENCE

All three components of the institutional index are expected to positively affect export 
performance, as stronger institutions reduce uncertainty and enhance competitiveness through 
better governance. Accordingly, the aggregated variable INST is theoretically expected to 
exhibit a positive coefficient in export competitiveness models, as it reflects a country’s 
overall institutional capacity to support a stable, predictable, and efficient market 
environment. 
 
The variables inst_low and inst_high are based on the institutional gap (inst_gap). It measures 
the difference between a country’s actual level of institutional quality and the level that would 
be expected given the economic development of the euro area. This approach allows for an 
analysis of institutional quality not in absolute terms, but relative to a country’s positioning 
vis-à-vis its main export market. In the broader context of European integration, this concept 
reflects the structural division within the EU - between the “core” and the “periphery,” or 
between older EMU member states and newer post-transitional economies. The European 
Commission (2017) has already highlighted the idea of a “multi-speed Europe”. In other 
words, there are different levels of readiness and capacity among member states for deeper 
integration. Within this framework, inst_gap serves as an indicative measure of “integration 
distance,” illustrating the extent to which a country’s institutional practice deviates from the 
standards prevailing in more developed parts of the EU. The variable inst_low captures an 
institutional deficit relative to the expected EU benchmark, while inst_high may reflect an 
institutional surplus, the economic implications of which are not always straightforward. 
 
In order to capture the potential heterogeneity in the effect of institutional quality on export 
performance, the model introduces interaction variables that distinguish between countries 
whose institutional performance is below or above what would be expected given their level 
of development. Specifically, the institutional gap (inst_gap) is calculated as the residual from 
a regression of the composite institutional index (INST) on the gross domestic product of the 
euro area (GDPEU), which serves as a benchmark reflecting the institutional standards of the 
primary export market. Based on this gap, two interaction variables are constructed: inst_low 
(INST × dummy for inst_gap < –0.5) and inst_high (INST × dummy for inst_gap > 0.5). 
 
The variable inst_low captures cases where institutional quality is significantly below what 
would be expected relative to the euro area benchmark. In such contexts, even marginal 
improvements in institutional capacity may have a strong positive effect on export 
competitiveness, as they reflect catching-up dynamics. Therefore, a positive sign is expected 
for inst_low. On the other hand, inst_high reflects situations where a country’s institutional 
quality exceeds the level expected for its stage of economic development. The effect of this 
“institutional surplus” is theoretically ambiguous: while it may support higher-quality 
governance and long-term investment, it may also generate inefficiencies, overregulation, or 
mismatches with the productive structure, particularly in less developed economies. 
Accordingly, no clear theoretical sign is expected for inst_high, although it is reasonable to 
assume that its effect will be smaller and potentially weaker in magnitude (compared to 
inst_low), or even negative. 
 
Productivity is incorporated into the model as a structural, non-price determinant of 
competitiveness, given its role in enhancing export performance through improved efficiency, 
technological advancement, and the capacity to generate higher value-added outputs 
independently of price changes. Economies with higher productivity levels are better 
positioned to compete on the basis of product quality, innovation, reliability, and delivery 
capabilities, rather than relying solely on cost reductions. Non-price competitiveness is 
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All three components of the institutional index are expected to positively affect export 
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Productivity is incorporated into the model as a structural, non-price determinant of 
competitiveness, given its role in enhancing export performance through improved efficiency, 
technological advancement, and the capacity to generate higher value-added outputs 
independently of price changes. Economies with higher productivity levels are better 
positioned to compete on the basis of product quality, innovation, reliability, and delivery 
capabilities, rather than relying solely on cost reductions. Non-price competitiveness is 

typically categorized into structural factors (including productivity, innovation, and human 
capital) and institutional factors (such as the rule of law, regulatory quality, and political 
stability). Within this conceptual framework, the variable PROD captures the ability of 
exporting sectors to differentiate themselves through value and complexity. Accordingly, a 
positive relationship between productivity and export performance is theoretically expected. 
Additionally, to account for external demand conditions, the model includes a control 
variable: the gross domestic product at market prices for the euro area (EA12), labeled 
GDPEU. This variable is expressed as a chain-linked volume index (2010=100) and reflects 
foreign demand for exports from the countries in the sample. A positive relationship with 
exports is expected, as stronger economic activity in partner countries increases demand for 
imported goods. 
 
The standard export function typically includes foreign demand and the real exchange rate as 
key determinants. However, in the context of increasingly globalized and competitive 
markets, non-price factors - particularly institutional quality - play an essential role in shaping 
export performance. 
 
To account for the dynamic nature of export behavior and potential endogeneity of the 
regressors, the empirical analysis employs a dynamic panel model estimated using the system 
Generalized Method of Moments (system GMM) developed by Blundell and Bond (1998). 
This method is suitable for datasets with a relatively small number of cross-sectional units and 
a larger time dimension and addresses endogeneity by using lagged values of the dependent 
and explanatory variables as instruments. In economic modelling, it is well established that 
current values of a variable are often directly influenced by their own past values. Therefore, 
the model includes a lagged dependent variable (exports) to capture the dynamic component 
of export performance. The subsequent statistical significance of this lagged variable further 
confirms the appropriateness of the dynamic panel approach. 
 
In addition to the main explanatory variables, the model incorporates the institutional gap 
variable (inst_gap), defined as the residual from a linear regression of the composite 
institutional index (INST) on the euro area GDP (GDPEU). This residual reflects the 
deviation of each country's institutional quality from the level expected based on the 
institutional standards of its primary export market. Based on this gap, two interaction 
variables are defined: inst_low, which equals INST when inst_gap < –0.5 (indicating a 
significant institutional shortfall), and inst_high, which equals INST when inst_gap > 0.5 
(indicating a potential institutional surplus). The thresholds of ±0.5 were selected as they 
represent a meaningful deviation from the benchmark while ensuring a sufficient number of 
observations in both groups. This classification enables the testing of asymmetric effects of 
institutional quality on export performance, depending on whether a country is below or 
above the expected institutional standard. 
Using the panel dataset described above, covering eleven post-transition EU economies over 
the period 2002–2023, the following dynamic panel model is estimated: 
 

(1) EXPORTSit = β0 + β1*EXPORTSi,t-1 + β2*GDPEUit +  β2*REERit +  β3*RLit +  
β4*PRODit  + β5*inst_lowit + β5*inst_highit  + εit 

 
where i denotes country and t denotes year. The inclusion of the lagged dependent variable 
EXPORTS_i,t-1 captures export persistence and justifies the use of dynamic panel techniques. 
Robust standard errors are applied to correct for heteroskedasticity and autocorrelation in the 
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residuals, while instrument validity is assessed using the Hansen test for overidentifying 
restrictions and the Arellano-Bond tests for serial correlation. 
 
 
4. Results and Discussion 
 
This section presents and interprets the empirical results obtained from the model described in 
the previous part of the paper. The analysis focuses on the impact of institutional quality, with 
particular emphasis on the asymmetric effects arising from the institutional gap. The 
interpretation is structured to assess the statistical significance, direction, and magnitude of 
the estimated coefficients, with special attention given to the interaction variables inst_low 
and inst_high. 
These variables allow for the examination of whether the effect of institutional quality on 
exports differs depending on whether a country falls below or above the expected institutional 
standard. All results are interpreted in line with the theoretical assumptions outlined earlier 
and are assessed in terms of their economic relevance and statistical robustness. The results 
are presented in Table 2. 
 

Table 2: Dynamic panel regression results (System GMM) 
 
  
VARIABLES System GMM Results  
  
L.EXPORTS 0.514*** 
 (0.053) 
inst_low 39.326*** 
 (8.587) 
inst_high 5.539* 
 (3.153) 
PROD 0.853*** 
 (0.128) 
GDPEU 1.383*** 
 (0.262) 
REER -0.266*** 
 (0.095) 
Constant -137.240*** 
 (26.329) 
  
Observations 231 
Number of ID 11 
AR(1) p-val 0.00900 
AR(2) p-val 0.113 
Hansen p-val 0.996 

Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

 
Source: Author 

 
The estimated model demonstrates a high degree of methodological robustness and statistical 
stability. The Hansen test confirms the validity of the instruments (p = 0.986), indicating that 
the chosen instruments are neither overfitted nor endogenous. The Arellano-Bond tests for 
serial correlation are also consistent with expectations for dynamic panel models: the test for 
first-order correlation (AR(1)) shows statistically significant autocorrelation in the differenced 
residuals, which is expected due to the inclusion of a lagged dependent variable. Crucially, the 
second-order correlation test (AR(2)) is not statistically significant, confirming the absence of 
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The estimated model demonstrates a high degree of methodological robustness and statistical 
stability. The Hansen test confirms the validity of the instruments (p = 0.986), indicating that 
the chosen instruments are neither overfitted nor endogenous. The Arellano-Bond tests for 
serial correlation are also consistent with expectations for dynamic panel models: the test for 
first-order correlation (AR(1)) shows statistically significant autocorrelation in the differenced 
residuals, which is expected due to the inclusion of a lagged dependent variable. Crucially, the 
second-order correlation test (AR(2)) is not statistically significant, confirming the absence of 

higher-order serial correlation and thereby supporting the correct specification of the model. 
In addition, the significance of the lagged dependent variable supports the need for a dynamic 
export function specification. 
 
All main coefficients display the expected signs and are statistically significant. Estimated 
coefficients for Euro area GDP (control variable) and the real effective exchange rate, confirm 
the basic logic of the export function: depreciation of the national currency increases price 
competitiveness, while growth in external demand generates a positive impulse for exports. 
The effect of productivity is strong and statistically significant, further confirming the 
importance of structural, non-price factors in building export competitiveness. 
 
Special attention in the analysis is given to the results related to institutional variables. The 
statistically significant and large coefficient for the variable inst_low indicates that countries 
with below-benchmark institutional quality have the most to gain from reform efforts. In other 
words, improvements in the rule of law, regulatory quality, and political stability in 
institutionally weaker countries generate higher marginal benefits for export performance. 
This can be interpreted through the logic of an institutional "catching-up" process. Such 
dynamics are particularly relevant for countries undergoing a transitional phase of 
institutional consolidation while simultaneously striving to strengthen their international 
competitiveness. In this context, even partial reforms can have a strong signalling effect, 
increase market confidence, and reduce risks associated with transaction costs and regulatory 
uncertainty. 
 
On the other hand, the variable inst_high, which captures the effect of institutions in countries 
exceeding the expected institutional benchmark, also shows a positive and statistically 
significant effect, but with considerably lower magnitude. This result suggests a possible non-
linear relationship in the impact of institutional quality - when institutions surpass the level 
deemed appropriate for a country’s stage of development, the additional contributions to 
competitiveness may become limited. In such cases, the effects are likely to shift from 
immediate gains to more indirect channels, such as improved investment conditions, a 
stronger legal framework, or long-term business environment stability. However, in the 
absence of adequate structural alignment, a high level of institutional development may even 
lead to mismatch with the productive base or generate regulatory burden, thus reducing its 
direct impact on export efficiency.  
 
In this paper, the terms inst_low and inst_high are derived from a threshold regression model 
that differentiates countries based on whether their institutional quality is below or above the 
EU average benchmark. The concept of “institutional surplus” refers to cases where 
institutional quality exceeds this benchmark—not in an absolute sense, but relative to the 
country's stage of development. In such contexts, high institutional quality may yield 
diminishing returns if not aligned with the country's productive structure, innovation capacity, 
or export base. Without complementary reforms, excessive regulatory complexity or 
institutional rigidity may even constrain competitiveness rather than enhance it. 
 
Ultimately, the results confirm that institutional quality does not operate uniformly across 
contexts - its effect depends on a country’s relative position with respect to the integration 
benchmark. While countries with an institutional deficit experience the highest returns from 
reform, those already above the expected standard tend to observe more modest effects, 
implying that reform priorities should be aligned with the country’s stage of institutional 
development. 



450 14th INTERNATIONAL SCIENTIFIC CONFERENCE

These findings are in line with prior literature that highlights the differentiated effects of 
institutional quality depending on the level of development. Bierut and Dybka (2019) 
emphasize that institutional development not only directly improves export performance but 
also transforms export structure, with particularly strong effects in countries with weaker 
institutions. Similarly, Ruzekova et al. (2018) show that reforms in governance and regulatory 
quality generate more significant export gains in countries with lower baseline institutional 
capacity. These results also correspond to the ECB’s (2014) findings that non-price 
competitiveness, shaped by institutional features, plays a key role in export dynamics, 
especially for emerging economies. The asymmetric impact observed in this paper thus 
reflects both empirical regularities and theoretical expectations. 
 
 
5. Conclusion 
 
This paper examined the role of institutional quality as a non-price factor of competitiveness 
in export performance among post-transition EU countries. Based on the assumption that 
institutions affect export performance indirectly — through regulatory effectiveness, trust in 
the judiciary, and political stability — the analysis incorporated a composite index of 
institutional quality, along with interaction variables that differentiate the effects depending 
on the level of institutional development. The model was estimated using dynamic panel 
analysis (system GMM) on a sample of eleven countries for the period 2002–2023. 
 
The results show that institutional quality has a positive effect on exports, but this effect 
varies depending on a country’s initial level of institutional development. Countries that 
remain trapped in a post-transition trajectory, marked by persistently weak institutions, benefit 
most from institutional improvements. The greatest gains are recorded in countries lagging 
behind the expected institutional standards, while the effect is more moderate — though still 
positive — in countries that already exceed the benchmark. This finding highlights the 
structural nature of post-transition traps in which weak institutions, despite formal EU 
integration, limit competitiveness. It also confirms the importance of institutional “recovery” 
effects and the need for a differentiated policy approach when defining reform priorities. 
 
In addition to its policy relevance, the paper contributes to the existing literature by 
empirically confirming the asymmetric effects of institutional quality on export performance 
in post-transition EU countries. It extends prior research by integrating the concept of the 
institutional gap and demonstrating how institutional improvements generate varying 
outcomes depending on a country’s position relative to EU benchmarks. The results have a 
clear impact on economic policy makers. In countries with a higher institutional deficit, 
reform efforts aimed at improving the rule of law, regulatory quality and political stability 
could have a significant impact on export performance. In these contexts, addressing the 
weaknesses of institutional foundations is not only a problem of governance, but a strategic 
prerequisite for escaping the trap of post-transition. In the most advanced countries, which 
already exceed the expected institutional standards, additional reform measures must be 
carefully aligned with the economic structure in order to avoid excessive regulation and 
inefficiency. In all cases, institutional reform should not be approached in isolation, but rather 
as part of a broader strategy for strengthening competitiveness, investment, and export 
orientation. 
 
While the results reveal consistent patterns, the analysis is based on aggregate country-level 
data, which limits the ability to capture sector-specific effects or identify detailed 



451REGION, ENTREPRENEURSHIP, DEVELOPMENT

These findings are in line with prior literature that highlights the differentiated effects of 
institutional quality depending on the level of development. Bierut and Dybka (2019) 
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remain trapped in a post-transition trajectory, marked by persistently weak institutions, benefit 
most from institutional improvements. The greatest gains are recorded in countries lagging 
behind the expected institutional standards, while the effect is more moderate — though still 
positive — in countries that already exceed the benchmark. This finding highlights the 
structural nature of post-transition traps in which weak institutions, despite formal EU 
integration, limit competitiveness. It also confirms the importance of institutional “recovery” 
effects and the need for a differentiated policy approach when defining reform priorities. 
 
In addition to its policy relevance, the paper contributes to the existing literature by 
empirically confirming the asymmetric effects of institutional quality on export performance 
in post-transition EU countries. It extends prior research by integrating the concept of the 
institutional gap and demonstrating how institutional improvements generate varying 
outcomes depending on a country’s position relative to EU benchmarks. The results have a 
clear impact on economic policy makers. In countries with a higher institutional deficit, 
reform efforts aimed at improving the rule of law, regulatory quality and political stability 
could have a significant impact on export performance. In these contexts, addressing the 
weaknesses of institutional foundations is not only a problem of governance, but a strategic 
prerequisite for escaping the trap of post-transition. In the most advanced countries, which 
already exceed the expected institutional standards, additional reform measures must be 
carefully aligned with the economic structure in order to avoid excessive regulation and 
inefficiency. In all cases, institutional reform should not be approached in isolation, but rather 
as part of a broader strategy for strengthening competitiveness, investment, and export 
orientation. 
 
While the results reveal consistent patterns, the analysis is based on aggregate country-level 
data, which limits the ability to capture sector-specific effects or identify detailed 

mechanisms. Additionally, certain methodological limitations arise from the nature of the 
available data — the dataset is based on annual observations and covers a relatively short time 
period, which may reduce the power of some statistical tests that rely on asymptotic 
properties. Moreover, the use of exports as a proxy for competitiveness, though widely used, 
has certain conceptual limitations. It does not capture domestic market dynamics, is sensitive 
to external shocks, and may not reflect value-added creation, innovation capacity, or sectoral 
differences.  
 
Future research could overcome these constraints by incorporating sector-level or firm-level 
data and by applying broader competitiveness indicators that account for sustainability, 
structural transformation, and productivity beyond export outcomes. Furthermore, future 
research could extend the analysis to a sectoral level to examine whether institutions exert a 
uniform effect across different export industries. A comparative analysis with developed 
countries could further illuminate the role of institutional surplus under conditions of 
institutional maturity. More broadly, future work should explore how post-transition 
economies can move beyond institutional stagnation and chart a path toward resilient, 
innovation-driven competitiveness. 
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ABSTRACT 
 

This study explores university students’ knowledge, attitudes, and behaviors related to 
sustainable consumption, with a focus on information sources, trust in corporate claims, and 
perceived barriers. The research was conducted among 193 students at the University of Osijek, 
Croatia. Findings show that students are generally familiar with popular sustainability terms 
such as “zero waste” and “bioplastics,” but have limited knowledge of more technical concepts 
and eco-certifications. Although the majority of students express pro-sustainability attitudes 
and a sense of consumer responsibility, these values are not consistently reflected in their 
purchasing behavior. Key barriers include high product prices, limited availability of 
sustainable products, and a lack of trust in corporate sustainability claims. Correlation 
analyses revealed strong interconnections between knowledge, attitudes, trust, and sustainable 
behaviors. Specifically, the ability to recognize credible labels and trust in corporate 
information were positively associated with sustainable actions. Female students demonstrated 
stronger sustainability-related attitudes and behaviors compared to their male peers. The 
majority of students expressed a strong desire for more sustainability education within 
academic settings. The study highlights the need for the integration of sustainability education 
into higher education curricula to empower students as informed and critical consumers.  
 
Key words: University students, Sustainability, Purchasing behavior, Sustainability education,   
                  Greenwashing. 
 
 
1. Introduction 
 
Today’s world is grappling with a variety of environmental challenges, including climate 
change, air pollution, and biodiversity loss. These problems, among others, are addressed by 
the United Nations through its 17 Sustainable Development Goals (United Nations, n.d.), which 
call for collective action from governments, businesses, and individuals. Consumers play a vital 
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1. Introduction 
 
Today’s world is grappling with a variety of environmental challenges, including climate 
change, air pollution, and biodiversity loss. These problems, among others, are addressed by 
the United Nations through its 17 Sustainable Development Goals (United Nations, n.d.), which 
call for collective action from governments, businesses, and individuals. Consumers play a vital 

role in sustainable development, as their everyday purchasing choices can influence 
environmental transformations. Therefore, it is crucial that individuals recognize the impact of 
their consumption habits and actively participate in fostering more sustainable consumption 
behaviors (Nakaishi & Chapman, 2024). The increasing global awareness of sustainability 
issues has made eco-labeled products and green consumerism more prominent and visible 
(Nakaishi & Chapman, 2024). However, consumer knowledge regarding sustainability and 
sustainable practices is inconsistent, often accompanied by skepticism towards environmental 
claims made by companies (Rambandara & Dilanthi, 2024; Heo & Muralidharan, 2017). 
Although young people are frequently perceived as environmentally conscious and socially 
responsible, numerous studies reveal a significant discrepancy between pro-environmental 
attitudes and actual purchasing behavior (Sonnenberg et al., 2014, 345). Sustainable 
consumption is influenced by both internal and external factors. Internal motivations arise from 
personal values, environmental awareness, and a sense of moral duty. Research has shown that 
altruistic and biospheric values significantly encourage behaviors such as adopting plant-based 
diets and minimizing food waste. External drivers, on the other hand, include social norms, 
financial incentives, and regulatory policies. Social influences particularly shape the decisions 
of younger consumers (Nichifor, Zait & Timiras, 2025). Within this context, university students 
are considered a particularly relevant demographic group due to their potential to influence 
future consumer trends and policy decisions. This study aims to assess university students’ 
knowledge of sustainability-related concepts, their attitudes toward sustainable products and 
practices, sources of information they rely on, and perceived barriers in adopting sustainable 
purchasing behavior. The study is based on existing theoretical frameworks that explain the 
multidimensional nature of green purchase intention (Rambandara & Dilanthi, 2024) and seeks 
to examine these relationships in a local context. 
 
 
2. Literature Review 
 
A literature search was conducted via several scientific databases focusing on topics related to 
sustainability, university students, and consumer behavior. A significant increase in research 
studies since 2020 indicates growing academic and societal interest in the topic, reflecting 
global environmental challenges and increased consumer awareness. Several factors that 
influence sustainable consumption behavior among students have been identified, such as 
environmental attitudes, social influence, personal experience, environmental knowledge, etc. 
(Rambandara & Dilanthi, 2024). Research studies emphasize that while students generally 
possess basic knowledge of sustainability concepts, for example, carbon footprint, circular 
economy, and eco-labels, their understanding is often fragmented and limited (Rambandara & 
Dilanthi, 2024, 81; Sonnenberg et al., 2014, 340). Furthermore, although students generally 
express positive environmental attitudes, they do not consistently translate into sustainable 
consumer behavior (Tran et al., 2022, 6; Kakalia, 2022, 10). Multiple studies highlight the 
intention - behavior gap, meaning that students express a willingness to act sustainably but 
encounter obstacles that prevent them from doing so (Sonnenberg et al., 2014, 345; Heo & 
Muralidharan, 2017, 8). These barriers include high prices, lack of availability, limited access 
to reliable information, and skepticism toward corporate sustainability claims (Chen et al., 
2020, 5; Szaban et al., 2021, 212). The perception of product attributes, including price, quality, 
availability, and labeling, plays a crucial role in green purchasing decisions. Students are more 
likely to choose eco-friendly products if they perceive them as affordable, trustworthy, and 
clearly certified (Rambandara & Dilanthi, 2024, 79; George & Silva, 2022, 596). However, 
even when students recognize green labels or claims, they may not trust them, especially if they 
perceive them as vague or exaggerated (Watchravesringkan et al., 2023, 13). Students tend to 
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prioritize convenience and affordability, which often puts sustainable alternatives at a 
disadvantage (Kakalia, 2022, 14). Research indicates that social influences also affect 
sustainable consumption. Peer norms and family values can encourage green behavior, 
particularly in cultures where environmental practices are socially reinforced (Yoon & Joung, 
2019, 5; Szopinski & Szwajca, 2021, 17). When formal education is concerned, many students 
report limited exposure to sustainability-related content within their academic curricula and 
instead rely on informal sources such as social media or peer networks (Sonnenberg et al., 2014, 
341; Kakalia, 2022, 10). However, when environmental education is integrated - especially with 
experiential or community-based approaches - it can significantly influence behavior (Lee & 
Hung, 2024, 9; Chuvieco et al., 2018, 502). Online platforms, influencers, and brand websites 
serve as primary sources of information about green products (Chen et al., 2020; Goh & Balaji, 
2016). While these channels increase accessibility of information, they also raise concerns 
regarding credibility and information overload. Cross-cultural comparisons reveal substantial 
differences in how students perceive and engage with sustainability. For instance, Chuvieco et 
al. (2018, 503) show that environmental habits differ widely among Spanish, Chilean, and 
Italian students, depending on cultural values, institutional frameworks, and national policies. 
Trust in sustainability claims is a recurring theme in consumer research. When students perceive 
companies as genuinely environmentally responsible, they are more likely to engage with them 
and prefer their products (Nguyen et al., 2017, 78; Lin et al., 2023, 12). The emotional 
dimension, such as feelings of alignment with the brand’s mission, also plays a significant role 
(Watchravesringkan et al., 2023, 13). Rambandara & Dilanthi (2024) published a 
comprehensive literature review on the factors influencing university students' intentions to 
purchase green products. The review emphasizes the importance of studying student 
populations due to their potential to shape sustainable market trends and their role in green 
entrepreneurship. The authors propose a conceptual framework identifying five main factors 
that positively influence green purchase intentions: environmental attitudes (personal beliefs, 
values, and emotional responses related to environmental protection), product attributes (how 
consumers perceive the price, quality, availability, and credibility of green products), social 
influence (the role of social norms, peers, family, and the broader community), personal 
experience (individual experiences with environmentally friendly products and past purchasing 
history) and environmental knowledge (the level of awareness and understanding of 
sustainability concepts, eco-labels, and the environmental impact of consumption). In addition, 
they highlight other influencing factors such as personal values, perceived consumer 
effectiveness, trust, price sensitivity, and product availability. In conclusion, the literature 
points to the fact that promoting sustainable consumption to university students requires a 
multidimensional approach that integrates education, marketing, and supportive policy 
interventions (Rambandara & Dilanthi, 2024). 
 
 
3. Methodology 
 
3.1. Aim of the Research and Research Questions 
 
The aim of this research is to provide insights into the role of sustainability in shaping consumer 
behavior among university students in Osijek, Croatia. The study aims to answer the following 
research questions: 
 

1. How much do students know about sustainability and sustainable practices? 
2. How important is sustainability to students when making purchasing decisions? 
3. How do students gather information about sustainable practices and products? 
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3. Methodology 
 
3.1. Aim of the Research and Research Questions 
 
The aim of this research is to provide insights into the role of sustainability in shaping consumer 
behavior among university students in Osijek, Croatia. The study aims to answer the following 
research questions: 
 

1. How much do students know about sustainability and sustainable practices? 
2. How important is sustainability to students when making purchasing decisions? 
3. How do students gather information about sustainable practices and products? 

4. What are the obstacles that prevent students from choosing sustainable products and 
services? 

5. What is the relationship between students' sustainability-related knowledge, attitudes, 
trust in sustainability information, and their sustainable consumption behaviors? 

 
3.2. Sample 
 
The research sample consisted of a stratified sample of 193 undergraduate and graduate students 
at the University of Osijek, i.e. its constituents: Faculty of Humanities and Social Sciences; 
Faculty of Electrical Engineering, Computer Science and Information Technology; Faculty of 
Food Technology; Faculty of Education; and Faculty of Applied Mathematics and Informatics. 
A total of 234 respondents participated in the questionnaire, out of which 193 (82.5%) 
completed it in its entirety. 
 
3.3. Research Instrument 
 
The research instrument used in this study was a 12-item online questionnaire designed to assess 
students’ knowledge about sustainability, their attitudes towards sustainable practices, as well 
as their methods for gathering information, and making decisions regarding sustainable 
products and services. The content of the questionnaire is grounded in relevant scientific 
literature addressing the factors that influence the intention to purchase sustainable (i.e., green) 
products, particularly among the student population. The questionnaire is informed by the 
findings of a systematic review conducted by Rambandara and Dilanthi (2024), which provides 
a comprehensive overview of the variables involved in modeling green consumer behavior 
among young people, as explained in the Literature review section. Identified variables 
(environmental knowledge, environmental attitudes, experience, informational influence, 
contextual barriers) are reflected in the structure of the questionnaire through different sets of 
questions. In this way, the questionnaire enables a multidimensional examination of sustainable 
consumption and is aligned with key findings from existing research, with a particular emphasis 
on young consumers as a strategically important group. The questionnaire did not follow the 
research questions sequentially. Each question or part of it was linked to a specific research 
question to ensure comprehensive data collection. Research question 1 (RQ1) included items 
assessing students’ prior exposure to sustainability education, familiarity with key terms (e.g. 
circular economy and carbon footprint), recognition of eco-labels (e.g. Fair Trade and EU 
Ecolabel), and self-assessed understanding of sustainable products and decision-making. RQ2 
included questions that explored the frequency of students’ attention to eco-certifications during 
purchases, efforts to seek sustainable options, and agreement with statements about supporting 
sustainable brands and personal responsibility. RQ3 covered the items in which the students 
were asked to identify their information sources about sustainability (e.g. social media and 
school) and evaluate their trust in corporate sustainability claims. Finally, RQ4 included items 
addressing the challenges students face in this context, such as distinguishing genuine 
sustainable products from greenwashing, financial constraints, etc.; and their suggestions for 
promoting sustainable choices. The questionnaire was delivered via LimeSurvey, ensuring 
anonymity for all responses. It was distributed through lecturers at the faculties via e-mail, with 
some facilitating its completion during class sessions, which minimized non-participation rates 
compared to indirect distribution channels such as email. The collected data was statistically 
analyzed with SPSS v26 and presented in terms of descriptive statistics. 
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4. Results 
 
4.1. Respondents’ Demographic Profile 
 
Table 1 presents the demographic profile of the respondents. The sample consisted of 193 
students, of whom 29% were male (N=56) and 71% were female (N=137). The majority of the 
students were at the undergraduate level, with 40.4% in their first year (N=78), 24.4% in their 
second year (N=47), and 29% in their third year (N=56). A notably smaller proportion were 
graduate students, with 0.5% in their first year (N=1) and 5.7% in their second year (N=11). 
Most of the participants were enrolled at the Faculty of Humanities and Social Sciences (N=93; 
48.2%), followed by the Faculty of Education (N=40; 20.7%), the Faculty of Electrical 
Engineering, Computer Science and Information Technology (N=22; 11.4%), the Faculty of 
Food Technology (N=20; 10.4%), and the Faculty of Applied Mathematics and Informatics 
(N=18; 9.3%). 
 

Table 1: The Respondents’ Demographic Profile 
 

Variable Classification Value 
N % 

Gender Female 137 71 
Male 56 29 

Study Year 

1st year undergraduate 78 40.4 
2nd year undergraduate 47 24.4 
3rd year undergraduate 56 29 
1st year graduate 1 0.5 
2nd year graduate 11 5.7 

Faculty 

Faculty of Humanities and Social Sciences 93 48.2 
Faculty of Education 40 20.7 
Faculty of Electrical Engineering, Computer Science and 
Information Technology 22 11.4 

Faculty of Food Technology 20 10.4 
Faculty of Applied Mathematics and Informatics 18 9.3 

 
Source: Authors 

 
4.2. Students’ Knowledge of Sustainability and Sustainable Practices 
 
When asked whether they had ever attended a faculty course or participated in another type of 
program on sustainability, the majority of students (N=144; 74.6%) reported that they had not 
taken part in such activities. 
Table 2 presents the students’ familiarity with terms related to sustainability and sustainable 
practices. Students’ knowledge of these concepts varies, with zero waste being the most widely 
recognized one (N=141; 73.1%), followed by bioplastics (N=126; 65.3%), and carbon footprint 
(N=107; 55.4%). In contrast, less than a third of students (N=59; 30.6%) knew what 
greenwashing was, while concepts such as circular economy (N=41; 21.2%) and regenerative 
agriculture (N=38; 19.7%) were even less familiar to the students. The least recognized term 
was permaculture, with only several (N=19; 9.8%) students reporting to have been acquainted 
with it. 
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4. Results 
 
4.1. Respondents’ Demographic Profile 
 
Table 1 presents the demographic profile of the respondents. The sample consisted of 193 
students, of whom 29% were male (N=56) and 71% were female (N=137). The majority of the 
students were at the undergraduate level, with 40.4% in their first year (N=78), 24.4% in their 
second year (N=47), and 29% in their third year (N=56). A notably smaller proportion were 
graduate students, with 0.5% in their first year (N=1) and 5.7% in their second year (N=11). 
Most of the participants were enrolled at the Faculty of Humanities and Social Sciences (N=93; 
48.2%), followed by the Faculty of Education (N=40; 20.7%), the Faculty of Electrical 
Engineering, Computer Science and Information Technology (N=22; 11.4%), the Faculty of 
Food Technology (N=20; 10.4%), and the Faculty of Applied Mathematics and Informatics 
(N=18; 9.3%). 
 

Table 1: The Respondents’ Demographic Profile 
 

Variable Classification Value 
N % 

Gender Female 137 71 
Male 56 29 

Study Year 

1st year undergraduate 78 40.4 
2nd year undergraduate 47 24.4 
3rd year undergraduate 56 29 
1st year graduate 1 0.5 
2nd year graduate 11 5.7 

Faculty 

Faculty of Humanities and Social Sciences 93 48.2 
Faculty of Education 40 20.7 
Faculty of Electrical Engineering, Computer Science and 
Information Technology 22 11.4 

Faculty of Food Technology 20 10.4 
Faculty of Applied Mathematics and Informatics 18 9.3 

 
Source: Authors 

 
4.2. Students’ Knowledge of Sustainability and Sustainable Practices 
 
When asked whether they had ever attended a faculty course or participated in another type of 
program on sustainability, the majority of students (N=144; 74.6%) reported that they had not 
taken part in such activities. 
Table 2 presents the students’ familiarity with terms related to sustainability and sustainable 
practices. Students’ knowledge of these concepts varies, with zero waste being the most widely 
recognized one (N=141; 73.1%), followed by bioplastics (N=126; 65.3%), and carbon footprint 
(N=107; 55.4%). In contrast, less than a third of students (N=59; 30.6%) knew what 
greenwashing was, while concepts such as circular economy (N=41; 21.2%) and regenerative 
agriculture (N=38; 19.7%) were even less familiar to the students. The least recognized term 
was permaculture, with only several (N=19; 9.8%) students reporting to have been acquainted 
with it. 
 
 
 

Table 2: Students’ Familiarity with Sustainability-Related Concepts 
 

Concept N % 
Zero waste 141 73.1 
Bioplastics 126 65.3 
Carbon footprint 107 55.4 
Greenwashing (misleading environmental claims) 59 30.6 
Circular economy 41 21.2 
Regenerative agriculture 38 19.7 
Permaculture 19 9.8 

 
Source: Authors 

 
When asked about which ecological certificates or labels they are familiar with, students have 
shown varying degrees of knowledge (Table 3). The most recognized certificate is EU Organic, 
with nearly half of the students (N=96; 49.7%) indicating familiarity. This is followed by Fair 
Trade, known to 44% (N=85) students. Certificates such as Climate Neutral (N=62; 32.1%), 
and Rainforest Alliance (N=57; 29.5%) are also moderately recognized. On the other hand, less 
familiar certificates/labels include EU Ecolabel (N=46; 23.8%) and Energy Star (N=23; 
11.9%), while the least recognized one is FSC (Forest Stewardship Council) (N=17; 8.8%). 
These results indicate that students’ knowledge of ecological certificates is relatively poor since 
each label was recognized by less than 50% of the respondents. Students who had attended a 
sustainability-related course reported significantly higher confidence in recognizing ecological 
certificates (Mann-Whitney U = 2869, p = 0.044). 
 

Table 3: Students’ Familiarity with Ecological Certificates/Labels 
 

Ecological certificate/label N % 
EU Organic 96 49,7 
Fair Trade 85 44 
Climate Neutral 62 32,1 
Rainforest Alliance 57 29,5 
EU Ecolabel 46 23,8 
Energy Star 23 11,9 
FSC (Forest Stewardship Council) 17 8,8 

 
Source: Authors 

 
In relation to the degree of agreement (Table 4) with sustainability-related statements pertaining 
to their knowledge on the topic, the students demonstrated varying levels of agreement. We see 
strong agreement with the statement I understand the difference between sustainable and non-
sustainable products with 73% (N=141) of students agreeing or strongly agreeing. This 
contrasts the response I can recognize ecological certificates, such as Fair Trade, EU Ecolabel, 
or FSC where more than a half of students (52.9%, N=102) reported a certain level of 
disagreement. Similarly, only 50,7% (N=98) of students agreed or strongly agreed with the 
statement I feel I have enough knowledge to make sustainable purchasing decisions which 
suggests gaps in concrete purchasing decisions despite moderate overall confidence in 
knowledge. Two thirds of respondents (68.4%, N=132) agreed completely or to a certain level 
with the statement I would like to learn more about sustainability, while only 6.8% (N=13) 
expressed some level of disagreement. These results indicate that while students for the most 
part feel confident in identifying sustainable products, more than a half do not feel they have 
enough knowledge for sustainable purchasing and they struggle with recognizing ecological 
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certifications, however their interest in learning more about sustainability is high in the majority 
of our sample. 
 

Table 4: Students’ Attitudes and Self-Perceptions Regarding Sustainability Knowledge and 
Practices 

 

Statement Frequency Distribution N (%)* 
1 2 3 4 5 

I understand the difference between sustainable and 
non-sustainable products. 

4 
(2.1) 

9 
(4.7) 

39 
(20.2) 

101 
(52.3) 

40 
(20.7) 

I can recognize ecological certificates, such as Fair 
Trade, EU Ecolabel, or FSC. 

55 
(28.5) 

47 
(24.4) 

45 
(23.3) 

37 
(19.2) 

9 
(4.7) 

I feel I have enough knowledge to make sustainable 
purchasing decisions. 

7 
(3.6) 

33 
(17.1) 

55 
(28.5) 

79 
(40.9) 

19 
(9.8) 

I would like to learn more about sustainability. 9 
(4.7) 

4 
(2.1) 

48 
(24.9) 

77 
(39.9) 

55 
(28.5) 

*1 - Completely disagree; 5 - Completely agree 
 

Source: Authors 
 
Female students showed significantly higher willingness to learn more about sustainability (p 
< 0.01). 
 
4.3. The Role of Sustainability in Students’ Purchasing Decisions 
 
Table 5 shows the students’ frequency of paying attention to certificates and searching for 
sustainable options during purchasing decisions. For the question How often do you pay 
attention to certificates when purchasing products, the majority of students (N=111; 57.5%) do 
so never or rarely, while only 8.8% (N=17) reported frequently paying attention to certificates, 
with no students indicating that they always do so. Similarly, for the question How often do you 
search for sustainable options or additional information about sustainability before making a 
purchasing decision, a notable proportion of students (N=134; 69.4%) reported to doing so 
either never or rarely, while only 5.7% (N=11) do it very often or always. These findings show 
a general lack of engagement with sustainability considerations during purchasing decisions. 
 
Table 5: Frequency of Paying Attention to Certificates and Searching for Sustainable Options 

During Purchasing Decisions 
 

Question Frequency Distribution N (%)* 
1 2 3 4 5 

How often do you pay attention to certificates when 
purchasing products? 

46 
(23.8) 

65 
(33.7) 

65 
(33.7) 

17 
(8.8) 

0 
(0) 

How often do you search for sustainable options or 
additional information about sustainability before 
making a purchasing decision? 

67 
(34.7) 

67 
(34.7) 

48 
(24.9) 

10 
(5.2) 

1 
(0.5) 

*1 - Never; 5 - Always 
Source: Authors 

 
When asked about their degree of agreement (Table 6) with sustainability-related statements 
pertaining to their purchasing decisions, the students demonstrated generally positive views. 
For the statement It is important to support manufacturers and brands that have sustainable 
practices, the majority of students (N=163; 84.4%) agreed or strongly agreed, with only 4.6% 
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certifications, however their interest in learning more about sustainability is high in the majority 
of our sample. 
 

Table 4: Students’ Attitudes and Self-Perceptions Regarding Sustainability Knowledge and 
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(2.1) 

48 
(24.9) 

77 
(39.9) 

55 
(28.5) 

*1 - Completely disagree; 5 - Completely agree 
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Female students showed significantly higher willingness to learn more about sustainability (p 
< 0.01). 
 
4.3. The Role of Sustainability in Students’ Purchasing Decisions 
 
Table 5 shows the students’ frequency of paying attention to certificates and searching for 
sustainable options during purchasing decisions. For the question How often do you pay 
attention to certificates when purchasing products, the majority of students (N=111; 57.5%) do 
so never or rarely, while only 8.8% (N=17) reported frequently paying attention to certificates, 
with no students indicating that they always do so. Similarly, for the question How often do you 
search for sustainable options or additional information about sustainability before making a 
purchasing decision, a notable proportion of students (N=134; 69.4%) reported to doing so 
either never or rarely, while only 5.7% (N=11) do it very often or always. These findings show 
a general lack of engagement with sustainability considerations during purchasing decisions. 
 
Table 5: Frequency of Paying Attention to Certificates and Searching for Sustainable Options 

During Purchasing Decisions 
 

Question Frequency Distribution N (%)* 
1 2 3 4 5 

How often do you pay attention to certificates when 
purchasing products? 

46 
(23.8) 

65 
(33.7) 

65 
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17 
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0 
(0) 
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48 
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When asked about their degree of agreement (Table 6) with sustainability-related statements 
pertaining to their purchasing decisions, the students demonstrated generally positive views. 
For the statement It is important to support manufacturers and brands that have sustainable 
practices, the majority of students (N=163; 84.4%) agreed or strongly agreed, with only 4.6% 

(N=9) expressing a certain level of disagreement. Similarly, for the statement I feel a 
responsibility as a consumer to protect the environment, 63.7% (N=123) agreed or strongly 
agreed, while 12.4% (N=24) expressed disagreement. The statement I believe that my individual 
purchasing decisions can contribute to environmental protection also showed relatively strong 
levels of agreement (N=112; 58%), while 16.6% (N=32) expressed disagreement. These results 
suggest that students generally recognize the importance of supporting sustainable practices 
and feel a sense of responsibility as consumers, however during their purchasing decisions they 
do not act on these beliefs. 
 

Table 6: Students’ Attitudes and Self-Perceptions Regarding Sustainability Knowledge and 
Practices 

 

Question Frequency Distribution N (%)* 
1 2 3 4 5 

It is important to support manufacturers and brands that 
have sustainable practices. 

2 
(1) 

7 
(3.6) 

21 
(10.9) 

90 
(46.6) 

73 
(37.8) 

I feel a responsibility as a consumer to protect the 
environment. 

7 
(3.6) 

17 
(8.8) 

46 
(23.8) 

78 
(40.4) 

45 
(23.3) 

I believe that my individual purchasing decisions can 
contribute to environmental protection. 

12 
(6.2) 

20 
(10.4) 

49 
(25.4) 

82 
(42.5) 

30 
(15.5) 

*1 - Completely disagree; 5 - Completely agree 
 

Source: Authors 
 
Female students showed significantly higher pro-sustainability attitudes and behaviors. They 
had stronger sense of responsibility, and more frequent information-seeking before purchase (p 
< 0.01). 
 
4.4. Sources of Information on Sustainability and Perceived Level of Trust  
 
Table 7 shows students’ information sources on sustainability and environmental protection. 
The most frequently used sources were high school (N=145; 75.1%) and media and online 
portals (N=142; 73.6%), followed by social media platforms (N=133; 68.9%), suggesting that 
formal secondary education and digital platforms play the biggest role in the dissemination of 
sustainability-related information. In contrast, fewer students reported encountering such 
information in elementary school (N=102; 52.8%) or faculty/university (N=81; 42%). Among 
informal sources, documentary films (N=64; 33.2%) and conversations with family and friends 
(N=27; 16.6%) were employed by a minority of students, while brand websites were cited by 
only 14% (N=27) students, which implies limited student engagement with the corporate 
domain online. The respondents had the option to mention their own sources, out of which 
Erasmus+ programs, Google, YouTube and practical work (N=3; 1.5%) were mentioned. These 
results emphasize how widely accessed online platforms can be used to further promote 
sustainability, but also serve to raise awareness of certain gaps in primary and tertiary education 
in terms of education in sustainability and environmental protection. 
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Table 7: Information Sources for Gathering Knowledge on Sustainable Practices and 
Products 

 
Information Source N % 
High school 145 75.1 
Media and online portals 142 73.6 
Social media (Instagram, TikTok, Facebook etc.) 133 68.9 
Elementary school 102 52.8 
Faculty/university 81 42 
Documentary films 64 33.2 
Brand websites 27 14 
Conversations with family and friends 32 16.6 
Other sources 3 1.5 

 
Source: Authors 

 
The results in Table 8 show strong opinions and attitudes among students regarding 
sustainability education, corporate practices, and trust in sustainability-related information. For 
the statement I believe that educational institutions should provide more education on 
sustainability, the majority of students (N=152; 78.7%) agreed or strongly agreed, with only 
3.7% (N=7) expressing disagreement. This shows widespread support for increased 
sustainability education within academic settings. For the statement How often do you think 
companies use sustainability as a marketing trick, nearly two thirds of the students (N=120; 
62.2%) believed this happens often or always, while only 5.7% (N=11) thought it rarely or 
never occurs, suggesting a high degree of skepticism among students in terms of the authenticity 
of corporate sustainability claims and information. Furthermore, when asked How much do you 
trust the information about sustainability provided by companies, less than a quarter of students 
(N=45; 23.8%) expressed a certain degree of trust, while a significant majority (N=147; 76.2%) 
reported low levels of trust or no trust at all. This shows a notable distrust in corporate 
communication and information about sustainability. Overall, these results suggest that students 
are critical of corporate practices they perceive as insincere, and they also exhibit a considerable 
amount of distrust toward corporate messaging on these topics. This suggests a need for 
sustainability education to include training in assessing the credibility of sustainability-related 
information. Notably, over two-thirds of students agreed that educational institutions should 
provide more education on sustainability. 
 
Table 8: Students’ Beliefs and Perceptions Regarding Sustainability and Corporate Practices 

 

Question Frequency Distribution N (%) 
1 2 3 4 5 

I believe that educational institutions should provide 
more education on sustainability.* 

4 
(2.1) 

3 
(1.6) 

34 
(17.6) 

68 
(35.2) 

84 
(43.5) 

How often do you think companies use sustainability 
as a marketing trick?** 

4 
(2.1) 

7 
(3.6) 

62 
(32.1) 

93 
(48.2) 

27 
(14) 

How much do you trust the information about 
sustainability provided by companies?*** 

12 
(6.2) 

39 
(20.2) 

96 
(49.7) 

45 
(23.3) 

1 
(0.5) 

*1 - I completely disagree; 5 - I completely agree 
** 1 - Never; 5 - Always 
*** 1 - I do not trust it at all; 5 - I completely trust it 
 

Source: Authors 
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The results in Table 8 show strong opinions and attitudes among students regarding 
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sustainability, the majority of students (N=152; 78.7%) agreed or strongly agreed, with only 
3.7% (N=7) expressing disagreement. This shows widespread support for increased 
sustainability education within academic settings. For the statement How often do you think 
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62.2%) believed this happens often or always, while only 5.7% (N=11) thought it rarely or 
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trust the information about sustainability provided by companies, less than a quarter of students 
(N=45; 23.8%) expressed a certain degree of trust, while a significant majority (N=147; 76.2%) 
reported low levels of trust or no trust at all. This shows a notable distrust in corporate 
communication and information about sustainability. Overall, these results suggest that students 
are critical of corporate practices they perceive as insincere, and they also exhibit a considerable 
amount of distrust toward corporate messaging on these topics. This suggests a need for 
sustainability education to include training in assessing the credibility of sustainability-related 
information. Notably, over two-thirds of students agreed that educational institutions should 
provide more education on sustainability. 
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Male students were more likely to believe that sustainability is used as a marketing trick (p = 
0.014). 
 
4.5. Barriers to Choosing Sustainable Products and Services 
 
Table 9 shows students’ perceptions on barriers to choosing sustainable products. For the 
statement I am unsure how sustainable products specifically contribute to environmental 
protection, a majority (N=114; 59.1%) of students disagreed or strongly disagreed, while only 
21.2% (N=41) expressed agreement to some degree. This suggests that most students feel fairly 
confident in understanding the environmental benefits of sustainable products. For the 
statement Sustainable products are too expensive for my current financial situation, a 
significant number of students (N=138; 71.5%) agreed or strongly agreed, with only 11.9% 
(N=23) disagreeing to some extent. These results show that cost is perceived as a major barrier 
to adopting sustainable products. Furthermore, for the statement I am unsure how to distinguish 
truly sustainable products from those that only claim to be environmentally friendly 
(greenwashing), 72% of students (N=139) agreed or strongly agreed, while only 17.6% (N=34) 
expressed disagreement. This implies fairly great concern about greenwashing and difficulty in 
identifying genuinely sustainable products. These results suggest that while students generally 
understand the benefits of sustainable products, financial constraints and skepticism about 
greenwashing greatly impede their ability to make legitimate sustainable choices. 
 

Table 9: Students’ Perceptions of Barriers to Choosing Sustainable Products and Services 
 

Question Frequency Distribution N (%)* 
1 2 3 4 5 

I am unsure how sustainable products specifically 
contribute to environmental protection. 

36 
(18.7) 

78 
(40.4) 

38 
(19.7) 

35 
(18.1) 

6 
(3.1) 

Sustainable products are too expensive for my current 
financial situation. 

7 
(3.6) 

16 
(8.3) 

86 
(44.6) 

52 
(26.9) 

32 
(16.6) 

I am unsure how to distinguish truly sustainable 
products from those that only claim to be 
environmentally friendly (greenwashing). 

11 
(5.7) 

23 
(11.9) 

78 
(40.4) 

59 
(30.6) 

22 
(11.4) 

*1 - Completely disagree; 5 - Completely agree 
 

Source: Authors 
 
Table 10 shows the factors that students believe would encourage them to choose sustainable 
products and services more frequently. The most commonly selected factor was lower prices 
for sustainable products (N=150; 77.7%), indicating the significance of affordability in 
influencing sustainable purchasing decisions. This was followed by better availability of 
sustainable products in stores (N=123; 63.7%) and clearer labels and certifications on products 
(N=118; 61.1%), noting that accessibility and transparency are also critical in this sense. 
Approximately half of the respondents emphasized the need for a better understanding of the 
actual impact of sustainable products on the environment (N=99; 51.3%) and more information 
about sustainability and its benefits (N=96; 49.7%), suggesting that knowledge gaps are a 
barrier to students’ sustainable consumption. Trusting corporate claims was also a fairly notable 
concern, with 44.6% (N=85) of respondents remarking that greater trust in companies’ 
ecological claims would encourage them to make more sustainable choices. Less frequent 
factors include introducing sustainability topics into educational programs (N=71; 36.8%) and 
recommendations from friends and family (N=33; 17.1%). These results emphasize the need for 
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addressing economic, informational and trust-related issues, which would ideally result in more 
widespread adoption of sustainable consumption behavior among students. 
 

Table 10: Factors Influencing Students’ Choosing of Sustainable Products and Services 
 

Factor N % 
Lower prices for sustainable products 150 77.7 
Better availability of sustainable products in stores 123 63.7 
Clearer labels and certifications on products 118 61.1 
Better understanding of the actual impact of sustainable products on the 
environment 99 51.3 

More information about sustainability and its benefits 96 49.7 
Greater trust in companies' ecological claims 85 44.6 
Introducing sustainability topics into educational programs 71 36.8 
Recommendations from friends and family 33 17.1 

 
Source: Authors 

4.6.  Relationship between sustainability-related knowledge, attitudes, trust in 
sustainability  
        information, and sustainable consumption behaviors? 
 
All three behavioral indicators - having a habit of checking the origin of the products, paying 
attention to certificates when purchasing, and searching for sustainable options or additional 
information before purchase - were strongly intercorrelated (ρ = 0.537 - 0.655, p < 0.01), 
suggesting consistency in sustainable consumer behavior. These behaviors were also 
moderately correlated with sustainability-related attitudes. The strongest association was 
observed between searching for sustainable options and the belief that individual purchasing 
decisions can contribute to environmental protection (ρ = 0.445, p < 0.01), as well as with a 
sense of consumer responsibility (ρ = 0.406, p < 0.01). Weaker but significant correlations were 
also found between all three behaviors and the belief that it is important to support 
manufacturers and brands that have sustainable practices (ρ = 0.147 - 0.182, p < 0.05). 
Regarding knowledge and behavior, the ability to recognize ecological certificates 
demonstrated the strongest correlations with all three behavioral indicators (ρ = 0.371 - 0.401, 
p < 0.01), while other knowledge items, such as feeling knowledgeable enough to make 
sustainable purchasing decisions, also positively correlated with sustainable actions, 
particularly searching for sustainable options (ρ = 0.235, p < 0.01).  
The analysis of knowledge and attitudes revealed a weak but significant positive relationship 
between understanding the difference between sustainable and non-sustainable products and 
both a sense of responsibility and support for sustainable brands (ρ = 0.199 - 0.219, p < 0.01). 
Uncertainty about sustainability impacts showed significant negative correlations with all 
attitude items (ρ = -0.156 to - 0.250, p < 0.05 or p < 0.01), suggesting that greater clarity 
supports more positive attitudes. In terms of trust, trust in information provided by companies 
was positively associated with all three behaviors (ρ = 0.261 - 0.397, p < 0.01) and with core 
attitudes, including belief in individual impact (ρ = 0.335, p < 0.01) and a sense of responsibility 
(ρ = 0.282, p < 0.01). Overall, the results demonstrate that knowledge, positive attitudes, and 
trust are significantly linked to sustainable behavior. Students who are more informed, and 
value their own role as responsible consumers are more likely to act in line with sustainable 
consumption principles.  
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belief that individual consumption choices can contribute to environmental protection and a 
sense of consumer responsibility. These findings support theoretical models such as the Theory 
of Planned Behavior, which emphasize the role of attitudes and perceived control in predicting 
action (Ajzen, 1991; Zhuang et al., 2021). The ability to recognize ecological certificates 
showed the strongest correlation with all three behavioral indicators. In contrast, students who 
felt unsure about how sustainable products contribute to environmental protection or how to 
identify credible claims were less likely to hold strong sustainability related attitudes. Trust also 
emerged as a significant factor in shaping both attitudes and behaviors. Students who expressed 
greater trust in corporate sustainability information were significantly more likely to report 
sustainable purchasing behavior and stronger belief in their individual impact. Overall, the 
findings of this study support a multidimensional view of sustainable consumption, in which 
informed, confident, and trusting individuals are more likely to act sustainably. To support such 
engagement, interventions should simultaneously target the improvement of sustainability-
related knowledge, the strengthening of pro-environmental attitudes, and the credibility of 
information communicated by companies and institutions. 
 
 
6. Conclusion 
 
This study provides important insights into the factors that shape sustainable consumption 
behavior among university students. The findings demonstrate that although students generally 
express strong pro-sustainability attitudes and a sense of personal responsibility, these values 
are not always reflected in their actual consumer behavior. Engagement in sustainable actions 
such as checking product origin, paying attention to certifications, and searching for additional 
sustainability information, is limited to a smaller portion of the student population. 
Furthermore, these behaviors tend to be strongly interrelated and associated with higher levels 
of knowledge, trust in sustainability information, and confidence in individual responsibility 
and impact. The ability to recognize eco-certifications emerged as a key factor related to 
sustainable purchasing, underlining the importance of targeted and practical knowledge. 
Furthermore, students who trusted information provided by companies were more likely to 
exhibit more positive sustainability attitudes and behaviors, although general trust in corporate 
sustainability claims was relatively low. The results also revealed gender differences: female 
students were more likely to seek information, express responsibility, and engage in sustainable 
behaviors, whereas male students showed higher levels of skepticism. These findings highlight 
several practical implications. Educational institutions should integrate sustainability education 
more comprehensively across disciplines and focus not only on raising awareness but also on 
reducing uncertainty and developing critical information literacy. In parallel, companies need 
to communicate their sustainability initiatives in transparent, verifiable, and consistent ways to 
foster trust and engagement. Policies aiming to support sustainable consumption among young 
people should address barriers such as affordability and availability of sustainable products. 
The study has several limitations. First, the sample was limited to students from a single 
Croatian university, which constrains the generalizability of the findings. Cultural, institutional, 
and regional factors may influence students’ experiences and behaviors. Second, the study 
relied on self-reported data, which may be subject to social desirability bias. Future research 
should expand the sample to include students from multiple universities and academic fields to 
enable comparative analysis and generalization of the results. A mixed-method approach 
combining quantitative and qualitative data could also offer deeper insights into students’ 
motivations, experiences, and perceived barriers. Understanding these factors is essential for 
designing more effective educational, institutional, and corporate strategies to support 
responsible consumer behavior among younger generations. 
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EMPLOYMENT STATUS: A HOUSEHOLD PERSPECTIVE 

 
 

ABSTRACT 
 
Balancing work and family responsibilities is crucial to understanding individual employment  
decisions and broader demographic trends. Adopting a household perspective to investigate 
employment correlates is vital for developing effective social policies, particularly within 
specific national contexts like Croatia. This paper aimed to investigate the association between 
individual employment status and a range of factors including demographic characteristics, 
partner's employment status, satisfaction with household and childcare task sharing, the use of 
informal childcare support networks, and attitudes towards work-family balance, using The 
Generations and Gender Programme (GGP) Round II – Wave 1 data. 
The analysis revealed strong associations within the household context. Having an employed 
partner significantly increased the odds of respondent employment, while not receiving regular 
informal childcare support from relatives/friends significantly decreased the odds. Standard 
demographic effects were confirmed: age was positively associated with employment odds and 
females had significantly lower odds than males. Attitudes reflecting confidence in work-family 
balance also correlated positively with employment in related analyses.  
The findings emphasize the important influence of dyadic factors, especially the partner's 
employment and informal support networks on an individual's employment status, alongside 
demographic characteristics. They offer a more nuanced insight into work-family dynamics 
within households and stress the importance of policies that tackle gender inequality and 
support working families by accounting for the interaction between formal provisions, informal 
support systems, and internal household arrangements. 
 
Keywords: Generations and Gender Programme, labor market participation, work-family  
                  balance, childcare support. 
 
 
1. Introduction 
 
High labor force participation is not only a matter of individual economic empowerment but is 
also crucial for broader economic growth and fiscal sustainability, particularly as populations 
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age. Consequently, governments and researchers in developed economies have directed 
extensive attention to how childcare costs and the balance between work and family life 
influence individuals’ decisions to participate in the labor market. In contemporary European 
societies, navigating the complexities of the labor market is often intertwined with family life, 
presenting challenges related to work-family balance, gender equality, and the utilization of 
support systems. While demographic characteristics are known predictors, a comprehensive 
understanding requires exploring how factors within the household, individual attitudes towards 
life choices, and available support networks collectively shape employment outcomes. This is 
particularly relevant in contexts facing demographic pressures such as population aging and 
low fertility, where maximizing labor force participation while supporting family formation is 
a key policy goal. Therefore, this paper addresses the following research question: How do 
household dynamics (including partner's employment and satisfaction with task sharing), access 
to informal support networks, and attitudes towards the parenthood relate to individual 
employment status? 
 
The relationship between childcare, work-family balance, and labor market participation has 
been widely examined, with an emphasis on how these factors impact women's employment 
decisions and overall economic outcomes. Extensive research has established the strong 
influence of core demographic factors – notably age, gender, and educational attainment – on 
labor force participation and employment status (Becker, 1965; Blau & Robins, 1989; Blau & 
Kahn, 2007). Economic conditions and labor market structures are also recognized as 
determinants. Within the family context, the employment status of one's partner is known to be 
a significant correlate, often explained through theories of assortative mating and household 
economic decision-making (Schwartz & Mare, 2012). Furthermore, the availability and 
generosity of formal family policies, such as parental leave and public childcare, have been 
widely studied for their impact on parental, particularly maternal, employment (Thévenon, 
2011). 
 
However, several gaps remain. Firstly, while the impact of actual parenthood is well-
documented, less research has integrated individuals' subjective attitudes and expectations 
regarding the potential consequences of having children – such as perceived financial impacts, 
foreseen challenges in work-family balance, or expectations about childcare and leave 
availability – into models predicting their current employment status. These attitudes may shape 
career decisions and labor market attachment even before parenthood occurs. Secondly, the 
interplay between dynamics within the household, such as satisfaction with the division of 
domestic labor (both household chores and childcare), and individual employment status 
warrants further investigation, particularly how it interacts with partner characteristics. Thirdly, 
while formal support systems are often studied, the role of informal support networks, such as 
regular childcare assistance from relatives or friends, may be crucial, especially in contexts 
where formal services are limited or costly, yet it is not always included alongside dyadic and 
attitudinal factors.  
 
This paper aims to contribute to a more holistic understanding of employment status by 
simultaneously examining the association between individual employment and a multifaceted 
set of predictors. We investigate not only standard demographic controls (age, gender) but also 
partner characteristics (employment status), subjective assessments of household dynamics 
(satisfaction with task sharing), reliance on informal support networks (childcare help from 
relatives/friends), and crucially, individuals' attitudes regarding the perceived impact of 
potential parenthood on finances, work-life balance, and the perceived availability of childcare 
and leave. Using logistic regression analysis applied to The Generations and Gender 



473REGION, ENTREPRENEURSHIP, DEVELOPMENT

age. Consequently, governments and researchers in developed economies have directed 
extensive attention to how childcare costs and the balance between work and family life 
influence individuals’ decisions to participate in the labor market. In contemporary European 
societies, navigating the complexities of the labor market is often intertwined with family life, 
presenting challenges related to work-family balance, gender equality, and the utilization of 
support systems. While demographic characteristics are known predictors, a comprehensive 
understanding requires exploring how factors within the household, individual attitudes towards 
life choices, and available support networks collectively shape employment outcomes. This is 
particularly relevant in contexts facing demographic pressures such as population aging and 
low fertility, where maximizing labor force participation while supporting family formation is 
a key policy goal. Therefore, this paper addresses the following research question: How do 
household dynamics (including partner's employment and satisfaction with task sharing), access 
to informal support networks, and attitudes towards the parenthood relate to individual 
employment status? 
 
The relationship between childcare, work-family balance, and labor market participation has 
been widely examined, with an emphasis on how these factors impact women's employment 
decisions and overall economic outcomes. Extensive research has established the strong 
influence of core demographic factors – notably age, gender, and educational attainment – on 
labor force participation and employment status (Becker, 1965; Blau & Robins, 1989; Blau & 
Kahn, 2007). Economic conditions and labor market structures are also recognized as 
determinants. Within the family context, the employment status of one's partner is known to be 
a significant correlate, often explained through theories of assortative mating and household 
economic decision-making (Schwartz & Mare, 2012). Furthermore, the availability and 
generosity of formal family policies, such as parental leave and public childcare, have been 
widely studied for their impact on parental, particularly maternal, employment (Thévenon, 
2011). 
 
However, several gaps remain. Firstly, while the impact of actual parenthood is well-
documented, less research has integrated individuals' subjective attitudes and expectations 
regarding the potential consequences of having children – such as perceived financial impacts, 
foreseen challenges in work-family balance, or expectations about childcare and leave 
availability – into models predicting their current employment status. These attitudes may shape 
career decisions and labor market attachment even before parenthood occurs. Secondly, the 
interplay between dynamics within the household, such as satisfaction with the division of 
domestic labor (both household chores and childcare), and individual employment status 
warrants further investigation, particularly how it interacts with partner characteristics. Thirdly, 
while formal support systems are often studied, the role of informal support networks, such as 
regular childcare assistance from relatives or friends, may be crucial, especially in contexts 
where formal services are limited or costly, yet it is not always included alongside dyadic and 
attitudinal factors.  
 
This paper aims to contribute to a more holistic understanding of employment status by 
simultaneously examining the association between individual employment and a multifaceted 
set of predictors. We investigate not only standard demographic controls (age, gender) but also 
partner characteristics (employment status), subjective assessments of household dynamics 
(satisfaction with task sharing), reliance on informal support networks (childcare help from 
relatives/friends), and crucially, individuals' attitudes regarding the perceived impact of 
potential parenthood on finances, work-life balance, and the perceived availability of childcare 
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Programme (GGP) Round II (Wave 1) dataset, this paper analyzes these factors collectively. 
By doing so, we aim to fill the identified research gaps and provide a nuanced perspective on 
how individual perceptions, household interactions, and informal support systems, in addition 
to demographic factors, correlate with employment outcomes. The findings intend to offer 
insights relevant for both demographic research on work-family dynamics and evidence-based 
social policy development. 
 
 
2. Literature review 
 
Childcare, work-family balance and perceived career trade-offs associated with parenthood 
significantly influence employment status, particularly for mothers, because they are usually 
considered as the primary care providers for their children. A large body of research indicates 
that higher childcare costs are associated with a lower probability of mothers participating in 
the labor force (Kimmel, 1998; Connelly, 1992; Bauernschuster & Schlotter, 2015; Cascio 
2009; Blau & Robins, 1988; Boeckmann et al., 2015). According to Givord & Marbot (2015) 
this is because the cost of childcare can be significant and that can act as an obstacle to labor 
force participation.  
 
Work-family policies, such as parental leave and childcare services, play a crucial role in 
balancing work and family life and thus influence their employment status. According to 
Boeckmann et al. (2015) key findings on parental leave suggest that more fully paid weeks are 
linked to lower maternity gap in employment participation, whereas length of leave is 
associated with a larger gap, likely due to lost job experience. Furthermore, Boeckmann et al. 
(2015) found that publicly provided childcare can help reduce work-family conflict and allow 
mothers of young children to maintain employment by providing a reliable option for childcare. 
Countries with well-developed welfare states, with supportive policies, tend to have higher 
employment rates, although with more part-time employment (Hofferth & Collins, 2000; 
Mandel & Semyonov, 2006). Broader cultural norms regarding acceptance of mothers working 
full-time is associated with smaller gaps in maternal employment probabilities and working 
hours (Del Boca et al., 2009; Boeckmann et al., 2015), helping to reduce work-family conflict. 
These findings suggest that both cultural and institutional factors need to be considered when 
examining employment patterns (Boeckmann et al., 2015). 
 
Household dynamics, access to informal support networks, and attitudes towards parenthood 
are all intricately linked to an individual's employment status. A woman's decision to work can 
be based on joint economic decisions with her partner, considering their human capital and 
gender pay differentials (Boeckmann et al., 2015), if one partner earns more, it can reduce 
financial pressure and the need for the other partner to work (Abroms and Goldscheider 2002; 
Powell 2002; Verbakel & de Graaf 2009). Dual-earner couples often have less time for 
household activities, including childcare. Childcare significantly influences employment status, 
particularly for mothers, because they are usually considered as the primary care providers for 
their children, which can sometimes lead women to leave the labor force, especially with small 
children (Arpino & Luppi, 2020). Conversely, according to Thil et al. (2023) study shows that 
as mothers become more involved in the workforce and if the partner is also working, 
households increasingly demand both formal and informal care. Furthermore, factors like the 
mother's age and education level influence demand for childcare, with older mothers using more 
childcare of both types and highly educated mothers using more formal care (Thil et al., 2023). 
The partner's employment status is also crucial in fertility decisions, possibly intensifying or 
relieving the impact of an individual's unemployment on starting a family. For instance, Inanc 
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(2015) found that in married couples, the timing of parenthood can be largely determined by 
the female partner's labor market status, therefore, if the woman is employed, they are 
significantly less likely to become parents. Joint employment statuses within a couple 
significantly affect the likelihood of transitioning to parenthood, with patterns differing 
between married and cohabiting couples. For example, in Britain, Inanc (2015) in his paper 
identified that unemployment is linked to earlier parenthood, but the effect depends on 
relationship status and the partner’s employment. He also found that while cohabiting men and 
single women are more likely to have children when unemployed, married couples follow 
traditional economic models where male unemployment delays parenthood and female 
unemployment increases it. However, for cohabiting couples, unemployment in either partner 
leads to earlier childbirth, which is contrary to neoclassical expectations. Traditional household 
models often assume the male partner as the primary income provider and women as primary 
caregiver (Kaufman & Bernhardt, 2014). 
 
While not explicitly detailed in terms of satisfaction levels, the sources indicate that women, 
even in full-time employment, often bear the main responsibility for domestic responsibilities, 
leading to a "double burden" rather than the equal division of work within the household (León, 
2005). León (2005) emphasizes that the division of domestic labor and caring tasks between 
partners is a crucial aspect related to balancing work and family life.  The impact of a partner's 
time spent on housework can also affect an individual's satisfaction with work-family balance. 
The availability of informal childcare, such as that provided by grandparents, friends, relatives 
or babysitters, can play a role in enabling mothers to participate in the workforce. Thil et al. 
(2023) suggests that porous household boundaries and support from non-resident family 
members can be significant, however, for single mothers, the presence of grandparents in the 
household has been observed to negatively impact the demand for formal childcare. On the 
other hand, Arpino & Luppi (2020) say that informal childcare is not always available and that 
parents prefer formal childcare due to the quality of service provided by formal childcare 
centers and point out that offering formal childcare with flexible working hours and at lower 
costs would be an incentive for mothers to enter the labor market for full-time work. However, 
for single mothers, the presence of grandparents in the household has been observed to 
negatively impact the demand for formal childcare (Morrissey, 2017; Thil et al., 2023). 
 
Taken together, the current literature on childcare and work-family balance on labor market 
participation suggests that childcare strain directly influence the incentives for mothers to work, 
while work-family balance policies and cultural norms determine both the practical and social 
feasibility of combining parenthood with employment. Perceived career trade-offs reflect the 
potential negative impacts of parenthood on career progression, all of which collectively impact 
mothers' employment status and broader labor market outcomes. Also an individual's 
employment status, particularly that of mothers, is not solely an individual decision but is 
deeply embedded within household dynamics, access to support networks, and prevailing 
attitudes towards parenthood and gender roles. The interplay of a partner's employment, the 
division of household labor, the availability of informal care, and the cultural beliefs about 
parental roles may direct and shape an individual's participation in the labor market. 
 
 
3. Data and Methodology 
 
The Generations and Gender Programme (GGP) represents a key social science research 
infrastructure that offers harmonized, large-scale, longitudinal, and cross-national panel data 
focused on individual life trajectories and family dynamics. Its longitudinal design facilitates 
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The Generations and Gender Programme (GGP) represents a key social science research 
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deeper insight into demographic and social transformations across different national contexts. 
As the successor to the Fertility and Family Survey (FFS) from the 1990s, the GGP builds on 
comparable micro-level data, ensuring continuity in demographic research. The initial wave 
(GGS-I) was launched in 2004 as a three-wave panel survey, while the second round (GGS-II), 
initiated in 2020, introduced updated methodological procedures and a revised baseline 
questionnaire. In Croatia, the GGS-II was implemented between May and July 2023, targeting 
individuals aged 18 to 54. The data collection, conducted through Computer-Assisted Web 
Interviewing (CAWI), yielded a total sample of 7487 respondents. This method enabled 
efficient acquisition of data across a wide array of themes, including fertility intentions, 
partnership dynamics, and labor market experiences.  
 
For the purposes of this study, the analytical sample was further refined to include individuals 
aged 24 to 55, with students and retirees excluded. This selection ensures a focused examination 
of the working-age population, capturing a diverse spectrum of experiences related to labor 
force participation and the balance between work and family responsibilities. The exclusion 
criteria were employed to omit groups whose life circumstances may differ substantially, 
thereby allowing for a more precise analysis of the challenges faced by individuals actively 
engaged in the workforce. The GGP Round II – Wave 1 dataset thus contributes meaningfully 
to the broader GGP framework, facilitating comparative analyses of demographic behaviors 
and trends across countries (Čipin et al., 2024). 
 
This study focuses on several key variables grouped into thematic categories relevant to 
employment status, childcare dynamics, work–life balance, and demographic controls: 

a) Employment Status: 
Respondents’ position in the labor market is captured through information on their current 
employment status and engagement in work activities. These measures enable classification 
into employed, unemployed, or economically inactive categories, providing a basis for 
analyzing work-related experiences and constraints. 

b) Childcare-Related Variables: 
Three dimensions were used to explore childcare-related considerations. First, respondents 
were asked to assess how having an (additional) child might influence various aspects of their 
personal and professional lives. Second, the analysis considers expectations and conditions that 
individuals regard as necessary before deciding to have a child, such as financial security, 
housing, or relationship stability. Third is an assessment of respondents’ satisfaction with how 
childcare responsibilities are shared with their partner, offering insight into perceived fairness 
and division of caregiving tasks. 

c) Work–Life Balance: 
Work–life balance is assessed through several interrelated indicators. The employment status 
of respondents' partners provides context for household-level economic arrangements. In 
addition, respondents evaluated their own ability to successfully balance work and family 
responsibilities. Perceptions of the distribution of household chores further contribute to 
understanding the division of domestic labor and its implications for overall work–life 
integration. 

d) Control Variables: 
To adjust for potential confounding factors, the analysis includes standard demographic 
controls: age and gender, both of which are critical for interpreting employment patterns, 
fertility intentions, and work–life balance. 
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4. Results and Discussion 
 
We initiated the statistical analysis of the survey data by first conducting a descriptive 
examination of respondents’ attitudes toward the potential effects of having an (additional) 
child on various dimensions of their personal and professional lives. Although some 
respondents may not have intended to expand their families, they were asked to reflect on a 
hypothetical scenario in which they would have a (another) child within the next three years 
and to assess the anticipated impact of such an event on different aspects of their lives. 

 
Figure 1: Respondents’ Perceptions of the Effects of Having (Another) Child on Personal and 

Financial Aspects of Life 1 
 

 
 

Source: Authors illustration based on survey results - GGP HR 
 
Statistics in Figure 1. indicate a sense of ambivalence regarding parenthood. While many 
respondents perceive having a child as a source of emotional fulfillment (68.7%), a significant 
proportion express concern that it may limit their ability to achieve other personal or 
professional objectives. This duality highlights the importance of comprehensive work–life 
balance policies aimed at minimizing the perceived conflict between parenthood and the pursuit 
of individual aspirations. Measures such as flexible working conditions, accessible and high-
quality childcare services, and effective parental leave policies can help mitigate concerns 
related to career disruption or time constraints. By acknowledging and addressing these mixed 
perceptions, policymakers can contribute to creating a social environment in which becoming 
a parent is not seen as incompatible with broader life goals. 
  

                                                           
1 Survey questions: "Even if you do not plan to have a (another) child, we would still like to hear your opinion on 
this possibility. Imagine that you were to have a (another) child within the next three years. What impact do you 
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Model 1. – Anticipating consequences of potentially having (another) child 
A logistic regression analysis was conducted on 3395 individuals to examine the association 
between employment status and attitudes towards the consequences of having children, 
controlling for age and gender. 
Output 1. 

 
 
Predictors: 

 Financial Impact of Children (fer25b_3cat): Compared to individuals anticipating a 
better financial situation after having a child, those anticipating a neutral impact (OR = 
1.53, p = 0.009) or a worse impact (OR = 2.25, p < 0.001) had significantly higher odds 
of being employed. 

 Work-Family Balance (fer26f_3cat): Individuals who believed they could balance work 
and family life had significantly higher odds of being employed compared to those who 
believed they could not (OR = 1.65, p < 0.001). Being "Unsure" was not significantly 
different from "No" (p = 0.431). 

 Childcare Access (fer26h_3cat): Perceived access to satisfactory childcare showed a 
positive but only marginally significant association with employment. Compared to 
expecting no access, being "Unsure" (OR = 1.35, p = 0.054) or expecting access ("Yes") 
(OR = 1.31, p = 0.066) was associated with higher odds of employment, but these failed 
to reach statistical significance at the conventional α=0.05 level. 

 Parental Leave Access (fer26i_3cat): No significant association was found between 
perceived access to sufficient parental leave ("Unsure" or "Yes" vs. "No") and 
employment status (p > 0.10 for both). 
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Anticipating a neutral or negative financial impact from having children is associated with 
higher odds of being employed. One possible explanation is that employed individuals may 
have a more realistic understanding of the financial demands of raising children, whereas those 
expecting financial benefits might be less engaged with the labor market for other reasons. 
Likewise, confidence in one’s ability to balance work and family life shows a strong association 
with employment status. This association may stem from a combination of factors, including 
access to greater resources among the employed, the development of effective coping 
mechanisms, or personality traits that simultaneously support employment success and foster a 
strong sense of self-efficacy. 
 
After including control variables, the link between perceived access to childcare and 
employment weakened, becoming only marginally significant, while perceived access to 
parental leave showed no significant association. This might imply that the influence of these 
expected supports is less direct than initially thought, potentially overlapping significantly with 
demographic factors like gender, or simply less critical than financial outlooks and general 
work-life balance confidence in this specific context. Of course, the specific policies and 
cultural norms around parental leave and childcare within the relevant population, possibly 
Croatia, could also play a role here. 
 
However, the model accounts for only a small proportion of the variation in employment 
(Pseudo R² ≈ 4%), which represents a key limitation. This indicates that employment status is 
shaped by many additional factors. Including further control variables—such as education level, 
marital status, and the presence and age of children—would be essential for providing a more 
comprehensive and accurate understanding of the determinants of employment. 
Furthermore, it's vital to remember this cross-sectional analysis identifies associations, not 
cause-and-effect relationships. In essence, the findings suggest that beyond demographics, 
individuals' subjective views on the financial consequences of children and their perceived 
ability to manage work-life integration are significantly linked to their employment. In contrast, 
the perceived availability of formal supports like parental leave and childcare showed weaker 
connections within this particular model.  
 
Model 2. - Employment Determinants in a Partnered Sample: Household and Support Factors 
 
The second model includes a smaller number of observations (1710) compared to the previous 
one, as the analysis is now limited to a subsample consisting only of respondents who have 
partners. This restriction was necessary due to the inclusion of partner-related variables. 
Therefore, the interpretation of the results applies specifically to this subsample. 
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Output 2.  

 
 
The model 2 is statistically significant overall (LR χ²(6) = 214.67, p < 0.001) and explains a 
considerably larger portion of the variance compared to previous models (Pseudo R² = 0.125, 
or 12.5%). This improvement is likely due to the inclusion of strong predictors like partner's 
employment status and the focus on a potentially more homogenous subsample. 
 
Predictors: 

 Partner's Employment (partner_employed_bin - Employed): Having an employed 
partner is strongly associated with higher odds of the respondent being employed. 
Respondents whose partner is employed have 3.44 times the odds of being employed 
themselves compared to those whose partner is not employed (OR = 3.439, p < 0.001). 

 Satisfaction with Household Task Sharing (hhd12): Satisfaction with the division of 
household tasks showed no statistically significant association with employment status 
(OR = 0.941, p = 0.125). 

 Satisfaction with Childcare Task Sharing (hhd14): Similarly, satisfaction with the 
division of childcare tasks showed no statistically significant association with 
employment status (OR = 1.068, p = 0.118). 

 Informal Childcare Help (hhd18): Receiving regular childcare help from relatives or 
friends is significantly associated with employment. Respondents who do not receive 
this help have 32% lower odds (OR = 0.680, p = 0.004) of being employed compared 
to those who do receive such help. 

 
Focusing specifically on individuals with partners, this analysis identifies several strong 
predictors of employment. A partner's own job status stands out as particularly influential, 
highlighting how interconnected work life is within couples – a connection likely stemming 
from shared finances, lifestyle choices, or the tendency for people to partner with similar others. 
Consistent with broader demographic trends, age and gender remain significant factors. Older 
individuals are generally more likely to be employed, while women within this partnered group 
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face lower odds, and this gender disparity seems particularly pronounced here. Access to 
informal childcare help also proves critically important. Having support from family or friends 
clearly makes holding a job easier, especially when balancing work and family responsibilities. 
Consequently, individuals lacking this informal support network face significantly lower odds 
of being employed. Satisfaction with how household chores or childcare are divided doesn't 
directly predict employment status in this analysis. While potentially affecting relationship 
quality or well-being, satisfaction levels with these internal dynamics seem less critical for the 
simple outcome of having a job compared to factors like a partner's employment or the 
availability of external support. 
Overall, this set of variables explains a reasonable portion (Pseudo R² = 12.5%) of the 
employment variation within this specific group of partnered individuals. It remains crucial to 
recognize that these findings apply only to this subsample and cannot be generalized to the 
wider population without further understanding the reasons for the sample reduction. 
 
 
5. Conclusion 
 
This paper explores the factors linked to employment status using The Generations and Gender 
Programme (GGP) Round II (Wave 1) dataset, with a focus on household dynamics, informal 
support, and individual attitudes. The results show a clear positive connection between having 
an employed partner and being employed oneself. On the other hand, not receiving regular 
informal childcare support from relatives or friends was linked to a lower likelihood of 
employment. Standard demographic trends were also confirmed—older individuals were more 
likely to be employed, while women had lower employment rates compared to men. Confidence 
in managing both work and family responsibilities was positively related to employment status, 
as was the expectation that having children would not lead to a better financial situation. 
However, several limitations should be considered. The analysis is based on cross-sectional 
data, meaning that it identifies associations but cannot determine cause-and-effect relationships. 
The initial models used in the paper explained a small portion of the variation in employment 
status, pointing to the presence of other influencing factors. A second model focused 
specifically on individuals in partnerships and showed better explanatory power, but the 
findings apply only to that subgroup and should not be generalized without further research. In 
addition, the analysis mainly relied on subjective assessments and attitudes, and some key 
objective factors—such as education level or detailed information about children—were not 
included in all parts of the analysis. 
These findings suggest several directions for future research, especially relevant in the Croatian 
context. Longitudinal studies would be helpful to understand how household situations, support 
systems, and personal attitudes affect employment decisions over time. Future research that 
incorporates a broader set of variables—such as education, income, and more nuanced family 
characteristics—has the potential to offer a more comprehensive understanding of the factors 
influencing employment outcomes. It would also be useful to look more closely at why 
perceived access to formal support like parental leave and childcare seems to have less influence 
on employment in this context. Comparing these results with data from other countries could 
offer further insights. 
The results also have policy implications for improving work-family balance and increasing 
participation in the labor market in Croatia and similar countries. The strong influence of a 
partner’s employment and the role of informal childcare highlights how family members’ 
economic activities are connected and how much people rely on informal support. Policymakers 
should take these relationships into account and think about how formal services and informal 
networks work together. Reducing gender disparities in employment and advancing policies 
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that support individuals—particularly women—in balancing work and family responsibilities, 
such as flexible working arrangements and accessible childcare, remain critical. Equally 
important is addressing concerns related to the financial and practical challenges of parenthood, 
thereby enabling individuals to pursue both family life and career development simultaneously.  
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ABSTRACT 
 
The high competitiveness of the retail environment forces manufacturers and vendors to 
constantly try to draw attention to their products. This is especially true in the current climate 
of global uncertainty, growing economic pessimism and new technologies influencing 
consumer behaviour. Consumers make numerous decisions every day that are influenced not 
only by their preferences but also by emotional and cognitive factors. Therefore, psychological 
pricing is becoming an increasingly important strategy. This paper examines how Croatian 
consumers perceive and react to various forms of psychological pricing, including prices with 
the final digit 9 (referred to as "charm prices"), the anchoring effect, the lure effect, and other 
methods. Their preferences for key product attributes, such as quality, price, brand design, and 
others, are also analysed. The research was conducted with a sample of 456 respondents using 
an online questionnaire, and the data were analysed using Mann-Whitney U and Kruskal-
Wallis H tests. The results show that while most respondents describe themselves as rational 
and responsible shoppers who plan their purchases, they still tend to engage in impulse buying, 
especially in situations involving special offers. Men find prices ending in a 9 more attractive 
and cheaper than women, and are more likely to round them up to a lower number. Older age 
groups and less educated respondents show a greater sensitivity to psychological prices, while 
younger respondents place more value on product design and brand. In summary, although 
rational behaviour is the ideal of most consumers, emotional and heuristic influences have a 
significant impact on their decisions. The results can help companies to optimise their pricing 
strategies, taking into account demographic differences among customers, especially in the 
context of market changes and increasing pressure on household budgets. 
 
Key words: Psychological pricing, Consumer behaviour, Charm prices, Impulse buying. 
 
 
1. Introduction 
 
Historically, the beginnings of industrialisation were characterised by companies' efforts to 
meet market demand with a sufficient quantity of products. In the intervening period, economic 
trends have reversed, so that today, in almost all markets encountered by consumers, demand 
is significantly higher than supply. As a result, manufacturers seek to achieve customer 
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meet market demand with a sufficient quantity of products. In the intervening period, economic 
trends have reversed, so that today, in almost all markets encountered by consumers, demand 
is significantly higher than supply. As a result, manufacturers seek to achieve customer 

recognition of their products through their operational and marketing strategies. In the dynamic 
environment of modern retailing, the pricing of products and services is not losing its 
importance. In addition to traditional approaches to pricing, psychological pricing has garnered 
increasing attention from retail experts, economists, and decision theorists over the past few 
decades. The basis of this idea is the assumption, which has been thoroughly examined in 
psychology, that consumers, although they consider themselves rational, do not make their 
decisions exclusively rationally, but that their perceptions of value, quality and price acceptance 
are significantly influenced by heuristics, emotional reactions and cognitive biases (Monroe, 
2003; Nagle & Müller, 2018). 
 
One of the best-known and most common forms of psychological pricing is the use of so-called 
charm prices – prices ending in the number 9, such as 1.99 or 9.99 – which are perceived by 
consumers as significantly lower than their rounded equivalents (Thomas & Morwitz, 2005). 
Such prices are used to create the impression of a bargain and encourage impulsive purchases, 
especially for consumer goods. Psychological mechanisms that explain this phenomenon 
include the left-hand-side effect, mental rounding and the reference frame effect (Bizer & 
Schindler, 2005; Melnik & Alm, 2005). In contrast, in specific contexts, such as luxury or status 
goods, consumers value rounded or higher prices because they perceive them as an indicator of 
quality and prestige (Stiving & Winer, 1997; Lichtenstein et al., 1993). 
 
Psychological pricing strategies include a range of additional approaches. The anchoring effect, 
for example, relies on the fact that the first price one sees forms a mental benchmark, which 
then unconsciously influences the assessment of the value of all other options (Tversky & 
Kahneman, 1974). The trade-off effect and the decoy effect also illustrate how the presence of 
additional (sometimes deliberately inferior) options can change consumers’ preferences among 
existing alternatives (Huber, Payne & Puto, 1982; Ariely, 2008). Product grouping and bundling 
are other ways to manipulate value perception, where the combination of products or services 
creates the impression of a better offer or greater benefit for the same price (Yadav & Monroe, 
1993). Despite the widespread use of these strategies in retail practice, there remains no clear 
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This paper aims to contribute to the understanding of psychological pricing by summarising the 
relevant literature and conducting an empirical study on the perception of these strategies by 
consumers in the Republic of Croatia. By analysing the effects of the most common 
psychological approaches – including charm pricing, anchoring effect, bait effect, prestige 
pricing and mixed packaging – the aim is to determine the extent to which Croatian consumers 
react to psychological pricing and how their behaviour differs compared to theoretical 
assumptions and foreign examples. The research findings will provide additional insights into 
which strategies are most effective in the Croatian context, while also highlighting possible 
differences in perceptions among different demographic and socio-economic groups. In this 
way, our work not only enriches the existing scientific literature but also offers practical 
recommendations for the business sector on price optimisation in times of technological 
disruption and innovations that we can assume have influenced consumer preferences and 
purchasing habits. 
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2. Literature review 
 
A systematic study on impulse buying (Redine et al., 2022) has shown that impulse buying 
plays an important and increasing role in global retail. Psychological attempts to persuade 
consumers to make a purchase are therefore not a thing of the past. These efforts, including but 
not limited to price decisions, are becoming increasingly important. In their study on the 
determinants of impulsive buying behaviour, Lopes, Amaro and Henriques (2023) found that 
women differ in whether they shop alone or in company, while men seem to be insensitive to 
these differences, as well as to differences in age, education and income, while for women all 
the aforementioned demographic characteristics lead to differences. Their conclusions follow 
research published in the same year (Filipas, Vretenar & Prudky, 2023), which found that a 
significantly larger number of factors play a role in women. Thomas, Louise and Vipinkumar 
(2018) emphasise the influence of the visual presentation of goods on consumer behaviour in 
relation to impulse purchases, interpreting the visual presentation as a “silent salesperson” that 
draws consumers into the shop and influences their purchasing decisions. Recent research 
(Florea et al., 2024) comes to similar conclusions, emphasising the importance of supporting 
visuals that encourage impulsive purchases, as did Nambiar (2025). However, she found no 
significant differences based on shoppers’ demographics. A study conducted by Sundström, 
Hjelm-Lidholm and Radon (2019) has shown that boredom is an incentive for online impulse 
purchases, with price, availability and free shipping among the most important triggers for 
purchase. 
 
Interesting research on the old psychological idea that prices ending in .99 are more appealing 
was provided by Gaston-Breton (2011), who found that consumers who are more price-
sensitive and less committed to analysing purchases are more likely to buy products priced in 
this way. The novelty of their analysis is that younger, less educated and lower-income 
consumers are more likely to make such choices. Wadhwa and Zhang (2015) point out that the 
perception of the valuation of a purchased product with a prominent rounded or unrounded 
price differs depending on the purchase motive. For example, in emotionally motivated 
purchases, consumers tend to evaluate the performance of the product better when it is 
purchased at a rounded price, while in rational purchases for business purposes, they tend to 
evaluate products better when they are purchased at an unrounded price. Numerous studies 
confirm that psychological pricing can increase consumption, but at the same time emphasise 
that the results depend significantly on the context – the type of product, the consumer profile, 
the cultural environment and the level of information (Grewal et al., 1998; Zhang & Monroe, 
2011). It is particularly important to emphasise that the same strategies can have a different 
effect in different product categories (hedonic vs. utilitarian) or for consumers, as they 
necessarily do not trigger the same emotions (Bettiga, 2020). Research by Ortega and Tabares 
(2023) shows that consumers respond positively to unrounded prices (.99 and similar) for most 
brands, but that this is not the case when it comes to products they perceive as luxurious. For 
such products, a higher price is associated with higher quality, so that rounded prices have a 
better effect than unrounded prices. 
 
Recent research (Bujisic et al., 2024) on the use of lures in offer design shows interesting 
results: When consumers are offered a basic product and an enriched basic product, most 
customers opt for the cheaper basic product. However, if an intermediate alternative is provided, 
which has the same price as the enriched product but is slightly inferior in terms of content, 
most customers opt for the enriched product. The middle alternative is therefore a successful 
lure to increase the attractiveness of the enriched offer. In addition, the results in attracting 
customers to the enriched offer are even better if the prices of its components are displayed, 
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which shows that the total price is more favourable. Consumer reactions to the anchor effect 
show that consumers do judge price influenced by anchors (Zong & Guo, 2022). Their decisions 
differ according to gender, personality type, expertise and skills, self-confidence and other 
factors. External anchors can be, for example, the prices of competing products, while internal 
anchors are based on creating a more pleasant shopping environment, such as satisfaction with 
service, and the like.  
 
 
3. Methodology, sample and data  
 
The empirical research was conducted in Croatia from May to October 2024 using an online 
Google Forms questionnaire to collect the appropriate data. A total of 456 respondents filled 
out the questionnaire, providing valid responses and forming the sample for the research. 
Several social networks were used to distribute the online Google Forms questionnaire to reach 
a diverse respondent group, thus achieving the size and, later on, the aimed structure of the 
sample. The questionnaire included questions designed to examine respondents' shopping 
habits and decision-making processes. The demographic characteristics of the respondents are 
presented in Table 1, which illustrates the diversity of the sample. Approximately two-thirds of 
the respondents were women, and 60.1 % of the respondents were under 40 years of age. The 
respondents represent a range of educational levels, with the largest subgroups being those who 
have completed high school, followed by individuals holding a university master's degree. In 
terms of employment status, the majority of respondents (62.9 %) are employed, followed by 
pupils and students (26.1 %), the unemployed (6.1 %), and retirees (4.8 %). 
 

Table 1: Demographic characteristics of respondents 
 

Category Item Frequency Share (%) 

Gender Male 
Female 

146 
310 

32.0 
68.0 

Age group 

<25 years 
26-39 years 
40-55 years 
56-69 years 
70+ years 

143 
131 
130 
35 
17 

31.4 
28.7 
28.5 
7.7 
3.7 

Education level 

Lower education 
High school education 
Bachelor education 
University master education 
PhD or… 

18 
160 
101 
143 
34 

3.9 
35.1 
22.1 
31.4 
7.5 

Work status 

Unemployed 
Pupil/student 
Employed 
Retired 

28 
119 
287 
22 

6.1 
26.1 
62.9 
4.8 

 
Source: Authors 

 
Through empirical research, we searched for insights into consumer behaviour during the 
shopping process. We aimed to investigate shopping habits, impulse buying tendencies, and the 
perceived significance of various product attributes, including price, brand, and quality. 
Specifically, this study analyses consumer behaviour in terms of purchase planning vs. 
impulsiveness, post-purchase regret, reaction to limited offers and reaction to .99 prices. The 
objective of the survey was to explore the factors that influence purchasing decisions and 
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evaluate how consumers prioritise and assess product features when making a purchase. Using 
IBM SPSS Statistics 21, we conducted Mann-Whitney U and Kruskal-Wallis H pairwise 
comparison tests to determine if there were statistically significant differences among certain 
demographic groups of respondents. 
 
 
4.   Results 
 
An analysis of the respondents' purchasing habits (Figure 1) reveals a profile of responsible 
shoppers. Notably, 61.4 % of participants plan their purchases, and over half (55.9 %) report 
carrying a shopping list. However, time-sensitive promotions influence their buying decisions: 
47.1 % of respondents acknowledge that they would purchase a discounted item even if it is not 
a necessity. Additionally, 42.5 % admit to being susceptible to impulsive buying during 
seasonal sales, while 32.7 % claim to be unaffected by such influence. 
 

Figure 1: Consumer shopping habits and impulse buying tendencies 
 

 
  

Source: Authors 
 
A comparison of the respondents' responses, categorised by gender, age group, and level of 
education, was conducted to identify differences in the behaviour of specific groups of buyers. 
In conducting Mann-Whitney U tests, we discovered statistically significant differences in the 
responses of women and men regarding their shopping behaviours. Notably, there is a 
significant difference in purchase planning (z = -3.129, p = 0.002), with men reporting a higher 
frequency of purchase planning (M = 3.92) compared to women (M = 3.64). Additionally, a 
significant difference was identified in behaviour towards limited-time offers (z = -3.635, p = 
0.000), where men tend to make purchasing decisions much sooner (M = 4.03) than women (M 
= 3.65). Another significant finding relates to purchasing products on sale (z = -5.272, p = 
0.000); men are more likely to buy items on sale, even if they do not require them (M = 3.68), 
whereas women have a lower mean (M = 3.03). Finally, a significant difference was also noted 
in shopping behaviour during seasonal downturns (z = -2.217, p = 0.027), with men (M = 3.34) 
more likely to engage in impulse purchases than women (M = 3.05). 
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whereas women have a lower mean (M = 3.03). Finally, a significant difference was also noted 
in shopping behaviour during seasonal downturns (z = -2.217, p = 0.027), with men (M = 3.34) 
more likely to engage in impulse purchases than women (M = 3.05). 
 

We conducted Kruskal-Wallis H tests to investigate statistically significant differences in 
responses from various age groups. In terms of the habit of planning shopping (χ2(4) = 16.506, 
p = 0.002), our findings revealed that respondents aged under 25 (M = 3.49) engaged in this 
practice the least, while those in the 56-69 age group exhibited the highest tendency to plan (M 
= 4.23). A similar trend was observed with the use of shopping lists (χ2(4) = 31.162, p = 0.000); 
again, the youngest respondents under 25 (M = 3.03) reported using lists the least, whereas 
individuals in all other age brackets did so more frequently (26-39: M = 3.69; 40-55: M = 3.71; 
56-69: M = 4.25; 70+: M = 4.00). Lastly, when asked whether they purchase items solely 
because they are on sale (χ2(4) = 16.147, p = 0.003), respondents aged 56-69 (M = 3.97) 
indicated that they did so more often than any of the younger age groups (under 25: M = 3.24; 
26-39: M = 3.04; 40-55: M = 3.20). 
  
We also examined how shopping habits differ among respondents with varying levels of 
educational attainment. Utilising the Kruskal-Wallis H tests, we identified significant 
differences in several areas: the planning of shopping activities (χ2(4) = 11.865, p = 0.018), the 
tendency to carry a shopping list (χ2(4) = 11.865, p = 0.018), and shopping behaviours 
influenced by time-restricted offers (χ2(4) = 11.865, p = 0.018). Respondents with a high school 
diploma exhibited the least planning (M = 3.49) in their shopping activities, whereas those who 
attained a PhD demonstrated the highest level of planning (M = 4.18). A similar trend was 
observed regarding the habit of carrying a shopping list: high school diploma holders were the 
least likely to carry a list (M = 3.16), while PhD respondents were the most likely to do so (M 
= 4.23). Additionally, when it came to reacting to time-limited offers, bachelor's degree holders 
(M = 3.89) responded the quickest, while those with only a high school diploma (M = 3.49) felt 
the least pressure in making decisions. 
 
The respondents' attitudes toward pricing strategies and brand prestige (Figure 2) continue to 
reveal a sense of responsibility in their purchasing decisions. When asked about rounding down 
product prices if they end with the number 9 (e.g., 4.99), 66.4 % of them answered negatively. 
However, over a quarter (26.8 %) admitted to doing so. Similarly, 55.9 % of the respondents 
do not perceive prices ending in the number 9 (e.g. 4.99) as sales or discounts, but again, more 
than a quarter of the respondents (28.1 %) perceive such prices as discounted. A notable share 
of respondents (38.4 %) find prices ending in 9 (e.g., 4.99) more appealing than rounded prices 
(e.g., 5.00). Regarding the relationship between price and product quality, the largest segment 
of respondents remains undecided (41.0 %). However, slightly more individuals believe that a 
higher price does not necessarily indicate higher quality (34.0 %) compared to those who do 
associate a higher price with superior quality (25.0 %). Additionally, 29.6 % of respondents 
prefer to purchase a more expensive product from a recognised brand, while 30.9 % would 
choose a cheaper offering from a lesser-known manufacturer if given the option. Regarding the 
purchase and ownership of expensive and luxury items, the respondents' perspectives are 
clearer: 32.2 % of respondents believe it is unrelated to a person's higher social and financial 
status. In comparison, 42.1 % of respondents believe these two things are connected. 
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Figure 2: Consumer perceptions of pricing, branding, and product value 
 

 
 

Source: Authors 
 
We observed statistically significant differences in the responses of women and men (using the 
Mann-Whitney U test) regarding all statements presented in Figure 2. Regarding product prices 
that end with 9 or 99, men (M = 3.12) are more likely to round down these prices compared to 
women (M = 1.83) (z = -7.665, p = 0.000). Additionally, men (M = 3.27) are more likely than 
women (M = 2.55) to associate prices ending in 9 or 99 with discounts or promotions (z = -
6.521, p = 0.000). Correspondingly, prices that conclude with 9 or 99 are deemed more 
attractive to men (M = 3.45) than to women (M = 2.55) when contrasted with rounded prices (z 
= -5.675, p = 0.000). The notion that higher prices signify better quality was more strongly 
supported by men (M = 3.21) than by women (M = 2.68) (z = -4.637, p = 0.000). Furthermore, 
men (M = 3.16) expressed a greater preference for choosing a more expensive product from a 
recognisable brand compared to women (M = 2.88) (z = -2.644, p = 0.008). Lastly, men (M = 
3.43) are more likely to associate the ownership of expensive and luxurious items with higher 
social and financial status than women (M = 3.00) (z = -3.279, p = 0.001). 
 
Applying Kruskal-Wallis H tests, we identified significant differences across various age 
groups regarding respondents' perceptions of pricing, branding, and product value statements. 
The older age groups (56-69: M = 3.89; 70+: M = 3.41) demonstrated a tendency to round down 
the price of a product when it ended in 9 or 99 (χ2(4) = 42.667, p = 0.000), unlike the younger 
age groups (<25: M = 2.07; 26-39: M = 1.92; 40-55: M = 2.15). Similar trends were observed 
in the association of prices ending in 9 or 99 with discounts or promotions (χ2(4) = 26.260, p = 
0.000). Respondents aged 56-69 (M = 3.74) exhibited a stronger inclination towards this 
association compared to younger groups (<25: M = 2.50; 26-39: M = 2.22; 40-55: M = 2.33). 
Notably, differences also emerged in respondents' perceptions of the attractiveness of prices 
ending in 9 or 99 (χ2(4) = 35.288, p = 0.000). Once again, those aged 56-69 (M = 4.00) found 
these prices more appealing than their younger counterparts (<25: M = 3.01; 26-39: M = 2.62; 
40-55: M = 2.46). 
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ending in 9 or 99 (χ2(4) = 35.288, p = 0.000). Once again, those aged 56-69 (M = 4.00) found 
these prices more appealing than their younger counterparts (<25: M = 3.01; 26-39: M = 2.62; 
40-55: M = 2.46). 

We further investigated the impact of respondents' educational achievement and identified a 
single instance of statistically significant differences among the observed groups. Specifically, 
when examining product prices, respondents with lower education levels (M = 3.61) exhibited 
a greater tendency to round down prices that ended in 9 or 99 (χ2(4) = 22.503, p = 0.000), 
compared to the other educational categories: high school education (M = 1.99), bachelor's 
degree (M = 2.06), master's degree (M = 2.36), and PhD (M = 2.74).  
 
Further findings raise questions about the previously asserted responsibility associated with 
shopping habits by exploring impulsive spending habits and buyer's remorse among 
respondents in greater detail (Figure 3). Notably, 20.2 % of respondents indicated that they 
would purchase an intriguing product at a discount, despite not having planned to do so, 
resulting in unforeseen additional spending. Furthermore, 23.0 % reported that they often 
engage in such behaviour, while 35.7 % stated that they do so occasionally. Conversely, only 
21.1 % of respondents claimed they would rarely or never make an unplanned purchase. When 
individuals realise they have spent more on a purchase than initially intended, 30.9 % of 
respondents always or very often experience regret, with an additional 37.3 % reporting such 
feelings sometimes. In comparison, 31.8 % indicate that they do not regret or rarely feel it in 
these situations. Despite these feelings of regret over excessive spending, most respondents 
(75.0 %) reported that they never or seldom return purchased items. In comparison, only 12.3 
% said they would definitely or likely return the products. 
 

Figure 3: Impulsive spending and buyer’s remorse among shoppers 
 

 
 

Source: Authors 
 
In conducting Mann-Whitney U tests, we identified significant differences between men and 
women concerning their intent to spend more money than initially planned when encountering 
an interesting product (z = -5.309, p = 0.000). Men (M = 3.78) were more willing to spend the 
additional money than women (M = 3.19). 
 
Applying the Kruskal-Wallis H test to evaluate impulsive spending across various age groups 
demonstrated significant differences in spending additional money on interesting but unplanned 
products (χ2(4) = 21.389, p = 0.000). The findings indicated that respondents aged 56-69 (M = 
4.14) were more inclined to make such purchases compared to those in younger age groups: 
under 25 (M = 3.31), 26-39 (M = 3.24), and 40-55 (M = 3.32). In contrast, comparisons among 
respondents with different levels of education did not bring forward any statistically significant 
differences. 
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In exploring the factors influencing purchase decisions, we aimed to discern whether these 
choices are driven by loyalty and habit from repeat purchases, the attraction of discounts and 
sales, or immediate needs and necessities (Figure 4). Our findings reveal that 71.9 % of 
respondents either agree or strongly agree that they tend to purchase products they have bought 
before and remain loyal to them, while only 6.6 % express the opposite view. Interestingly, 12.1 
% of respondents stated that they do not exclusively buy products currently on sale, whereas 
58.6 % indicated that they only purchase discounted items. In a somewhat contradictory trend, 
59.0 % of respondents stated that they will buy products they need regardless of whether those 
items are on sale. Only 18.4 % said they would refrain from purchasing a necessary product if 
it were not on sale. 
 

Figure 4: Factors influencing consumers' product purchase decisions 
 

 
 

Source: Authors 
 
Significant differences (Mann-Whitney U test) were observed between men and women in all 
statements presented in Figure 4. Specifically, women (M = 4.09) were more likely than men 
(M = 3.75) to identify themselves as loyal customers and to repurchase products they had 
previously purchased (z = 3.575, p = 0.000). Additionally, women (M = 3.77) demonstrated a 
greater tendency than men (M = 3.18) to purchase items they needed at that moment, regardless 
of whether those products were on sale (z = -3.852, p = 0.000). These findings are consistent 
with the results related to the statement on purchasing products on sale, where men (M = 3.95) 
reported a higher likelihood of doing so compared to women (M = 3.58) (z = 4.039, p = 0.000). 
 
Using Kruskal-Wallis H tests, we identified significant differences among respondents from 
various age groups regarding their purchasing behaviours. Specifically, when asked about 
buying products currently on sale, we found a notable difference (χ2(4) = 23.299, p = 0.000), 
as well as for purchasing products they currently need, irrespective of sale status (χ2(4) = 
42.139, p = 0.000). Respondents aged 56-69 (M = 4.29) indicated a higher likelihood of 
purchasing items on sale compared to younger respondents (<25: M = 3.56; 26-39: M = 3.72; 
40-55: M = 3.62). Consistent with the previous findings, evaluations regarding the necessity of 
purchasing items at the time revealed that older age groups (56-69: M = 2.46; 70+: 2.53) 
expressed a lower likelihood of buying needed products unless they were on sale, in contrast to 
younger age groups (<25: M = 3.91; 26-39: M = 3.70; 40-55: M = 3.55). In addition, with 
respect to the educational attainment of the respondents, a statistically significant finding 
emerged: individuals with lower levels of education (M = 2.39) are less inclined to purchase 
necessary products when those items are not on sale (χ2(4) = 24.456, p = 0.000), in contrast to 
respondents with higher levels of educational achievement (high school education: M = 3.57; 
bachelor's degree: M = 3.94; master's degree: M = 3.55; PhD: M = 3.38). 
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In exploring the factors influencing purchase decisions, we aimed to discern whether these 
choices are driven by loyalty and habit from repeat purchases, the attraction of discounts and 
sales, or immediate needs and necessities (Figure 4). Our findings reveal that 71.9 % of 
respondents either agree or strongly agree that they tend to purchase products they have bought 
before and remain loyal to them, while only 6.6 % express the opposite view. Interestingly, 12.1 
% of respondents stated that they do not exclusively buy products currently on sale, whereas 
58.6 % indicated that they only purchase discounted items. In a somewhat contradictory trend, 
59.0 % of respondents stated that they will buy products they need regardless of whether those 
items are on sale. Only 18.4 % said they would refrain from purchasing a necessary product if 
it were not on sale. 
 

Figure 4: Factors influencing consumers' product purchase decisions 
 

 
 

Source: Authors 
 
Significant differences (Mann-Whitney U test) were observed between men and women in all 
statements presented in Figure 4. Specifically, women (M = 4.09) were more likely than men 
(M = 3.75) to identify themselves as loyal customers and to repurchase products they had 
previously purchased (z = 3.575, p = 0.000). Additionally, women (M = 3.77) demonstrated a 
greater tendency than men (M = 3.18) to purchase items they needed at that moment, regardless 
of whether those products were on sale (z = -3.852, p = 0.000). These findings are consistent 
with the results related to the statement on purchasing products on sale, where men (M = 3.95) 
reported a higher likelihood of doing so compared to women (M = 3.58) (z = 4.039, p = 0.000). 
 
Using Kruskal-Wallis H tests, we identified significant differences among respondents from 
various age groups regarding their purchasing behaviours. Specifically, when asked about 
buying products currently on sale, we found a notable difference (χ2(4) = 23.299, p = 0.000), 
as well as for purchasing products they currently need, irrespective of sale status (χ2(4) = 
42.139, p = 0.000). Respondents aged 56-69 (M = 4.29) indicated a higher likelihood of 
purchasing items on sale compared to younger respondents (<25: M = 3.56; 26-39: M = 3.72; 
40-55: M = 3.62). Consistent with the previous findings, evaluations regarding the necessity of 
purchasing items at the time revealed that older age groups (56-69: M = 2.46; 70+: 2.53) 
expressed a lower likelihood of buying needed products unless they were on sale, in contrast to 
younger age groups (<25: M = 3.91; 26-39: M = 3.70; 40-55: M = 3.55). In addition, with 
respect to the educational attainment of the respondents, a statistically significant finding 
emerged: individuals with lower levels of education (M = 2.39) are less inclined to purchase 
necessary products when those items are not on sale (χ2(4) = 24.456, p = 0.000), in contrast to 
respondents with higher levels of educational achievement (high school education: M = 3.57; 
bachelor's degree: M = 3.94; master's degree: M = 3.55; PhD: M = 3.38). 

To understand the perceived importance of product attributes in consumer shopping decisions 
(Figure 5), we gathered evaluations from respondents regarding the significance of individual 
product attributes. When making a purchase, respondents prioritised the quality and price of the 
product most highly. Specifically, 87.3 % of respondents considered product quality to be 
important or very important, while 82.2 % held the same view regarding product price. 42.1 % 
of respondents deemed product design (very) important in their purchasing decisions, whereas 
27.6 % disagreed. Opinions on product brand were varied: 30.7 % did not view the brand as 
(very) important, 35.5 % expressed a neutral stance on the brand's significance in their 
purchasing decision, and 33.8 % found the brand to be (very) important. Similarly, respondents 
had mixed feelings about the influence of a product’s country of origin on their purchasing 
choices. While 34.4 % considered geographical origin to be (very) important, 39.9 % felt it did 
not significantly affect their decision. Lastly, the opinions of others on a product were not 
particularly influential for 41.7 % of respondents. Nevertheless, a quarter of respondents 
indicated they would take the views of others into account when making a purchasing decision. 
 

Figure 5: Perceived importance of product attributes in consumer decision-making 
 

 
 

Source: Authors 
 
We observed statistically significant differences across several criteria by employing Mann-
Whitney U tests to evaluate the importance of product attributes in men's and women's 
purchasing decisions. Specifically, concerning the price of a product (z = -3.021, p = 0.003), 
men (M = 4.36) rated this attribute as more important than women (M = 4.15). Similarly, men 
(M = 3.33) assigned greater importance to the brand compared to women (M = 2.82) (z = -
4.252, p = 0.000). Additionally, men (M = 3.42) considered product design to be more important 
than women (M = 3.06) (z = -2.848, p = 0.004). This trend continued with the country of origin, 
where men (M = 3.16) deemed this attribute more significant than women (M = 2.82) (z = -
2.376, p = 0.018).  
 
Using the Kruskal-Wallis H test, statistically significant differences in perceptions of product 
attributes were identified among different age groups. The first notable difference was related 
to the price of the product (χ2(4) = 15.663, p = 0.004). Respondents aged 56-69 (M = 4.57) 
placed a higher value on product pricing compared to those in the 26-39 (M = 4.15) and 40-55 
(M = 4.06) age groups. Regarding the importance of brand, the results showed significant 
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variation (χ2(4) = 20.412, p = 0.000), with respondents aged 26-39 (M = 2.74) indicating that 
brand was considerably less important than those <25 years old (M = 3.19). The perception of 
product design exhibited a similar trend (χ2(4) = 26.579, p = 0.000): respondents from the 26-
39 age group (M = 2.79) valued design less than those in the <25 group (M = 3.52). Lastly, the 
significance of the country of origin was highlighted (χ2(4) = 39.908, p = 0.000), with 
respondents aged 56-69 (M = 3.97) and 70+ (M = 3.65) considering it more important than 
younger respondents (<25: M = 2.54; 26-39: M = 2.81; 40-55: M = 3.11). Comparisons of the 
importance of product attributes among respondents of different education levels did not yield 
statistically significant results. 
 
 
5. Discussion and conclusions 
 
The analysis based on our sample showed that respondents try to behave responsibly, plan their 
purchases and avoid impulse buying. In addition, the majority do not consider prices below the 
rounded-up prices to be more attractive or that products with these prices are on sale. The 
question of whether a higher price is associated with higher product quality was also assessed 
neutrally. They also demonstrated neutrality when choosing between more expensive branded 
products and less expensive products without a well-known brand. Despite their fundamentally 
rational views, however, the respondents also stated that they often purchase interesting 
products that they had not planned for and spend more than they had intended. They also stated 
that they often regret having spent a lot of money, but rarely returned products to the shop 
because they had spent too much. The above can be interpreted to mean that respondents 
recognise the idea of conscious and rational buying, but stumble over it in certain situations, 
especially when confronted with attractive offers or products. This aligns with Herbert Simon's 
(1965) well-known interpretation, which posits that the decision maker tends to act rationally 
but often fails to do so due to various constraints, settling for decisions that are merely “good 
enough.” In addition, respondents tend to buy during special offers, are brand loyal and 
habitually buy the same products regardless of whether they are on sale or not, again expressing 
contradictions in their attitudes. When asked about the most important factors when choosing 
a product, they state: quality, price, design, brand, country of origin and the opinion of others. 
 
Analysing the sample according to the demographic characteristics of the respondents also led 
to some interesting findings. Male respondents consider themselves to be more responsible and 
aware buyers who make quick decisions when faced with time-limited offers. However, they 
also tend to impulse buy more than women and are more likely to buy during sales. In addition, 
men round prices down more often than women, see .99 prices as discounts, and prices set this 
way are more attractive to them. They also tend to assume that a higher price means higher 
quality. Finally, to complete the contradiction in the attitudes expressed, men are more likely 
than women to spend more money when shown a product they are interested in but do not intend 
to buy. Women are more loyal customers, they buy the same tried and tested products more 
often, and they buy when they really need the product. According to them, they also attach less 
importance to price, brand, design and country of origin than men. 
 
In line with previous research, the youngest respondents tend to buy on impulse, while 
respondents from older age groups are more likely to plan. Similarly, the youngest group of 
shoppers are the least likely to keep a shopping list, and the brand and design of the product are 
most important to them. Older respondents (56+) are more likely to buy products on sale than 
other age groups, and the most important factor when buying is price, which can be explained 
by this age group's lower income or expectations of future income. However, they consider the 
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variation (χ2(4) = 20.412, p = 0.000), with respondents aged 26-39 (M = 2.74) indicating that 
brand was considerably less important than those <25 years old (M = 3.19). The perception of 
product design exhibited a similar trend (χ2(4) = 26.579, p = 0.000): respondents from the 26-
39 age group (M = 2.79) valued design less than those in the <25 group (M = 3.52). Lastly, the 
significance of the country of origin was highlighted (χ2(4) = 39.908, p = 0.000), with 
respondents aged 56-69 (M = 3.97) and 70+ (M = 3.65) considering it more important than 
younger respondents (<25: M = 2.54; 26-39: M = 2.81; 40-55: M = 3.11). Comparisons of the 
importance of product attributes among respondents of different education levels did not yield 
statistically significant results. 
 
 
5. Discussion and conclusions 
 
The analysis based on our sample showed that respondents try to behave responsibly, plan their 
purchases and avoid impulse buying. In addition, the majority do not consider prices below the 
rounded-up prices to be more attractive or that products with these prices are on sale. The 
question of whether a higher price is associated with higher product quality was also assessed 
neutrally. They also demonstrated neutrality when choosing between more expensive branded 
products and less expensive products without a well-known brand. Despite their fundamentally 
rational views, however, the respondents also stated that they often purchase interesting 
products that they had not planned for and spend more than they had intended. They also stated 
that they often regret having spent a lot of money, but rarely returned products to the shop 
because they had spent too much. The above can be interpreted to mean that respondents 
recognise the idea of conscious and rational buying, but stumble over it in certain situations, 
especially when confronted with attractive offers or products. This aligns with Herbert Simon's 
(1965) well-known interpretation, which posits that the decision maker tends to act rationally 
but often fails to do so due to various constraints, settling for decisions that are merely “good 
enough.” In addition, respondents tend to buy during special offers, are brand loyal and 
habitually buy the same products regardless of whether they are on sale or not, again expressing 
contradictions in their attitudes. When asked about the most important factors when choosing 
a product, they state: quality, price, design, brand, country of origin and the opinion of others. 
 
Analysing the sample according to the demographic characteristics of the respondents also led 
to some interesting findings. Male respondents consider themselves to be more responsible and 
aware buyers who make quick decisions when faced with time-limited offers. However, they 
also tend to impulse buy more than women and are more likely to buy during sales. In addition, 
men round prices down more often than women, see .99 prices as discounts, and prices set this 
way are more attractive to them. They also tend to assume that a higher price means higher 
quality. Finally, to complete the contradiction in the attitudes expressed, men are more likely 
than women to spend more money when shown a product they are interested in but do not intend 
to buy. Women are more loyal customers, they buy the same tried and tested products more 
often, and they buy when they really need the product. According to them, they also attach less 
importance to price, brand, design and country of origin than men. 
 
In line with previous research, the youngest respondents tend to buy on impulse, while 
respondents from older age groups are more likely to plan. Similarly, the youngest group of 
shoppers are the least likely to keep a shopping list, and the brand and design of the product are 
most important to them. Older respondents (56+) are more likely to buy products on sale than 
other age groups, and the most important factor when buying is price, which can be explained 
by this age group's lower income or expectations of future income. However, they consider the 

.99 prices to be the most attractive, which means that the psychological effect of such prices is 
most pronounced for them. Finally, the 56+ age group considers the country of origin to be 
more important than other age groups. 
 
When analysing preferences and habits by level of education, it was likely, in line with previous 
research, that respondents with the highest level of education planned their purchases and 
carried a shopping list with them. The least educated were most likely to round up the price. 
Interestingly, the group of respondents with the lowest level of education were the least likely 
to make unplanned purchases of interesting products and spend more than planned, again likely 
due to lower income. Differences in education levels did not lead to differences in impulsive 
spending and subsequent regret, nor in the evaluation of the importance of product features. 
 
Understanding consumer reactions to psychologically set prices is all the more important as the 
world is currently in a situation of global instability, and more difficult economic times are 
expected. Therefore, the pressure on consumers to save is likely to be greater, and in light of 
this, it is again necessary to closely monitor consumer attitudes and reactions. 
 
The results of this research offer valuable insights into general consumer shopping behaviour, 
which are essential for understanding market dynamics and informed business decision-
making. However, the specific characteristics of different consumer groups – such as different 
habits, tendencies towards impulsive buying behaviour and the importance placed on specific 
product features – may be even more important for practical business applications. These 
nuances enable companies to tailor their marketing strategies and product offerings to the 
particular needs and preferences of their target market segments, thereby enhancing business 
efficiency, fostering customer loyalty, and gaining a competitive advantage in the marketplace. 
To identify these behavioural differences among specific buyer groups, a comparative analysis 
of respondents' answers was conducted based on their gender, age group and education level. 
 
Although this research provides valuable insights into consumer responses to psychological 
pricing strategies, it is not without limitations. First, the data was collected exclusively through 
an online survey distributed via social media, which may lead to self-selection bias and limit 
the representativeness of the sample. Second, although the sample includes various 
demographic characteristics, it does not necessarily reflect the broader Croatian population in 
terms of income, regional distribution or shopping frequency. Thirdly, the cross-sectional 
design of the study captures consumer attitudes and behaviours at a single point in time, which 
may not fully account for situational or temporal factors (e.g. inflation, holiday periods). In 
addition, the study focuses primarily on self-reported perceptions and behaviours, which may 
differ from actual purchasing decisions in real-life contexts. In the continuation of this research, 
particular attention will be paid to analysing consumer reactions to anchored prices in order to 
gain a deeper understanding of their influence on value perception and purchasing decisions. In 
addition, econometric methods - in particular regression analysis- will be employed to 
determine statistically significant relationships between consumer characteristics and their 
preferences for certain pricing strategies. Moreover, future research could benefit from 
experimental methods to validate and extend these findings. 
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ABSTRACT 
 
Mergers are a widely known and accepted concept for streamlining business operations in the 
corporate sector. Their primary purpose is to simplify and improve the efficiency of 
organizations, mainly through the reduction of administrative burdens and costs. In such 
processes, assets and liabilities are transferred to a newly established company formed by the 
merger. However, since mergers in the public sector are relatively rare, their potential remains 
largely unexplored. 
The aim of this paper is to analyze the potential benefits of merging kindergartens in the City 
of Zagreb. In addition to internal benefits—such as the simplification of administrative 
processes and the potential reduction of operational costs—the research also addresses 
challenges and obstacles arising from the external environment related to the merger process. 
The methodology is based on an analysis of publicly available employee data from 60 
kindergartens founded by the City of Zagreb. The research presents a generic organizational 
structure common to each kindergarten, developed by the authors based on publicly available 
data. 
Using this case study, the paper compares the similarities and differences in the merger process 
between the private and public sectors. Key factors for the successful implementation of a 
merger in kindergartens are identified. The study also proposes an organizational structure for 
the new entity resulting from the proposed merger, drawing on a comparable example from the 
healthcare sector. Finally, the potential benefits of merging kindergartens are analyzed from 
the broader perspective of the public sector as a whole. 
 
Key words: mergers, public sector, kindergartens. 
 
 
1. Introduction 
 
In the 2023/2024 school year, there were a total of 1.744 kindergartens in the Republic of 
Croatia, employing 26.397 individuals. Of these, 1.333 kindergartens are owned by local 
communities (Croatian Bureau of Statistics, 2024). Formally, kindergartens are independent 



500 14th INTERNATIONAL SCIENTIFIC CONFERENCE

legal entities with their own management (the principal) and governing boards. However, when 
analyzing the legal framework, particularly the Preschool Education Act (2023), It becomes 
evident that kindergartens operate as subsidiaries of local authorities, with minimal 
independence. Consequently, the rationale behind maintaining multiple kindergartens—each 
an independent legal entity—within a single local community is unclear, as there is no apparent 
business justification for such an approach. 
 
This paper defines the concept of mergers and compares the approach to mergers between 
private entities and the public sector. As a case study, we examine the current situation in 
preschool education in the City of Zagreb and explore the possibility of mergers aimed at 
streamlining business processes to enhance the value of existing activities. We discuss the 
potential for reducing administrative overhead and operational costs, focusing on the number 
of administrative staff and educational councils. Additionally, based on the presented data, we 
argue that any potential savings should not be viewed solely as a cost-cutting measure, but 
rather as a cost-shifting strategy intended to improve the quality of services provided to the 
community, as kindergarten activities are not profit-oriented. 
 
 
2. The concept of mergers 
 
Mergers are a well-established concept in the business sector, with the first instances occurring 
between 1895 and 1905 in the U.S. manufacturing industry, during which more than 1,800 
companies were consolidated (Choi, 2011, p. 1). Mergers are often referred to as "mergers and 
acquisitions" (M&A), as a merger typically involves a process in which "only one corporation 
survives, while the merged corporation ceases to exist" (Duksaite & Tamošiūnienė, 2009). The 
primary goal of most merger activities is to exploit the synergistic effects of value chains 
between two organizations (Ferreira et al., 2012). In addition to operational and financial 
synergies, other motivations for mergers and acquisitions (M&A) include product and market 
diversification, strategic realignment, the acquisition of undervalued assets, managerialism, tax 
considerations, market power, and misvaluation (DePamphilis, 2019, p. 9). 
 
Mergers are also not uncommon in the public sector, particularly within government agencies, 
where the goal is to redefine how the newly formed government will operate (Frumkin, 2003). 
A clear example of this occurs after each national election. In Croatia, the 14th government 
term consisted of 21 ministries (Ordinance, 2016). In contrast, the 15th government term 
consisted of 16 ministries (Ordinance, 2020). The number of ministries decreased due to the 
consolidation of several ministries. For instance, the Ministry of Justice and Administration 
was formed by merging the Ministry of Justice with the Ministry of Administration, while the 
Ministry of Labor, Pension System, Family, and Social Policy resulted from the merger of the 
Ministry of Labor and Pension System with the Ministry of Demography, Family, Youth, and 
Social Policy. A notable example in the City of Zagreb is the merger of health centers. Today, 
three health centers, created in 2002 through the merger of 12 previous centers, operate under 
the names Health Center - East, Health Center - Center, and Health Center - West (Health 
Center - East, 2009; Health Center - Center, 2009; Health Center - West, 2009). 
 
In both of these examples, the consequence of the mergers was a reduction in the number of 
directors and management board members, along with the consolidation of administrative 
processes. The results of these mergers support the justification for such actions in the public 
sector, as evidenced by improvements in public service delivery, reductions in administrative 
staff, professionalization of personnel, and the strengthening of the autonomy of the merged 
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institutions (Steiner & Keiser, 2016). This effort aligns with the ComPAct – a strategic set of 
actions from the EU aimed at fostering responsible behavior related to sustainable management 
practices, developing high-quality services, improving administrative performance (specifically 
for the responsible use of national and local budgets), and retaining a professional and stable 
workforce (European Commission: Directorate-General for Structural Reform Support, 2023, 
pp. 3-5). Mergers are one of the tools in contemporary public management that, through 
reforms, seeks to reduce the bureaucratic burden on public administration and transform social 
policies in line with economic possibilities (Fiala & Sovovoa, 2019, p. 141). 
 
An example of a merger in Croatian education is the consolidation of the Teachers' College in 
Čakovec, the Teachers' College in Petrinja, and the Faculty of Teacher Education at the 
University of Zagreb. Following the merger, the Faculty of Teacher Education in Zagreb 
became the new headquarters for the newly formed faculty (Miljković & Šimrak, 2019, p. 13). 
Mergers in higher education are relatively common, as they are expected to "boost efficiency 
and effectiveness, address organizational fragmentation, broaden student access and implement 
equity strategies, increase government control over higher education systems, enhance 
decentralization (autonomy), and establish larger organizations" (Pinheiro et al., 2016). 
Moreover, mergers enhance long-term student outcomes by boosting school productivity 
(Sandsør et al., 2021). Although economies of scale are one of the main drivers of mergers, the 
results have been less encouraging. Cost-wise, in their study of rural school districts in New 
York, Duncombe and Yinger (2001) concluded that the larger the size of the merged districts, 
the smaller the net impact on cost reductions. Therefore, mergers in the public sector do not 
necessarily lead to a reduction in operating costs, at least not in the short term. This fact can 
present a significant obstacle to improving the public sector, as the electoral cycle often 
promotes short-term thinking, which affects the organizational efforts of public sector 
organizations and agencies (Ogami, 2024). In other words, mergers and reorganization efforts 
in the public sector are not only matters of economics but also matters of politics. 
 
These arguments are applicable to preschool education, although the topic of mergers in this 
sector has not been thoroughly explored to confirm their validity. In preschool education, 
mergers, along with reorganization, are driven by economic considerations related to 
streamlining business activities. However, they are also closely tied to political cycles (Inoue, 
2020), as, in the case of Croatian preschool institutions, management serves a 4-year term (for 
the managing board) or a 5-year term (for the principals). In summary, mergers of educational 
institutions have generally been successful, despite initial institutional and community 
resistance, as well as short-term cost increases (Harman & Harman, 2003). 
 
 
3. Kindergartens in the City of Zagreb – present situation 
 
In the City of Zagreb, there are a total of 127 kindergartens, 60 of which are founded by the 
City of Zagreb across 234 locations (Grad Zagreb, 2025). In total, more than 5.500 employees 
work in the kindergartens of the City of Zagreb. It is important to note that this data is based on 
currently available information and may be subject to minor discrepancies due to potentially 
outdated records. This structure ensures the proper organization and management of 
kindergartens, facilitating their daily operations. The distribution of employees across different 
categories reflects the system's needs and supports the uninterrupted performance of all 
operational and administrative duties.  
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3.1. Generic organizational structure 
 
All kindergartens owned by the City of Zagreb share the same generic organizational structure, 
which is based on the initial form of a functional organization, with each department focused 
on a specific business function (Zovko, 2018, p. 36). Each kindergarten is governed by a 
management council. The role of the management council is similar to that of the supervisory 
board in a two-tier corporate governance system (Gad, 2015). Moreover, the management 
council holds greater authority than the supervisory board in a corporate setting, as it is 
responsible not only for making strategic decisions but also for many operational tasks, such as 
preparing the annual plan of activities, recruiting new personnel, and overseeing other 
operational activities. This structure is not unique to kindergartens owned by the City of Zagreb. 
In Croatia, all publicly owned kindergartens have a management council with the same 
responsibilities, as defined by Article 35 of the Preschool Education Act (2023). 
 
In the kindergartens of the City of Zagreb, the management council consists of one employee 
representative, one parent representative, and three representatives of the City of Zagreb. 
Similar to the supervisory board in a corporate setting, none of the City of Zagreb 
representatives are employees of the kindergarten (except for the employee representative). 
The principal is the true top manager, as they legally represent the kindergarten. However, the 
principal’s responsibilities are limited and primarily focused on managing day-to-day activities, 
as prescribed by the Preschool Education Act and the statute. Regarding strategic decisions and 
many human resources matters (such as personnel employment), the principal only submits 
proposals to the management council, which makes the final decisions. In its general structure, 
the principal oversees three main departments: administration, support services, and operations 
(educational services). 
 
The principal is advised by an expert team, the size of which varies across kindergartens, but 
this team typically does not have direct subordinates. The administration department is usually 
led by the kindergarten secretary and consists of employees working in accounting and legal 
services. The support services are generally led by a healthcare worker (usually a registered 
nurse) and include two departments: the kitchen, which is managed by a chief cook and assistant 
chefs, and the maintenance department, which includes janitors, cleaners, housekeepers, 
laundry personnel, and other low-skilled workers. 
 
The operations department is responsible for educational activities and consists of educational 
groups, nursery groups, and preschool preparation groups. Each group is led by two preschool 
teachers, except for the nursery group for children aged 6 to 12 months, which is led by three 
preschool teachers. The size of these groups and the number of personnel per group are 
determined according to the National Pedagogical Standard of Preschool Education (2010). A 
preschool education group can have a maximum of 20 children enrolled, while the size of other 
groups is determined based on the age of the children, as shown in Table 1.  
 

Table 1: Maximum number of children in educational groups 
 

Age of children Size of the educational group 
(number of children) 

6 - 12 months 5 
13 - 18 months 8 
19 - 24 months 12 
3 years of age 14 
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Table 1: Maximum number of children in educational groups 
 

Age of children Size of the educational group 
(number of children) 

6 - 12 months 5 
13 - 18 months 8 
19 - 24 months 12 
3 years of age 14 

Age of children Size of the educational group 
(number of children) 

4 years of age 18 
5 years of age 20 
6 years of age 23 
7 years of age 25 

mixed groups 
1 - 2 years of age 10 
1 - 3 years of age 12 
3 years of age until school age 20 
4 years of age until school age 22 

 
Source: The National Pedagogical Standard of Preschool Education (2010) 

 
Although there is some flexibility in the employment policies of kindergartens, particularly 
regarding administrative and support services, the number of preschool teachers is strictly 
determined by the age of the children and, consequently, by the size of the educational groups. 
The generic organizational structure is shown in Figure 1. 
 

Figure 1: Generic structure of the kindergartens of the City of Zagreb 
 

Principal

Administrative 
services Support services Operations – 

children education

Expert team

Educational groupsMaintenanceKitchen

Management 
council

 
 

Source: Authors 
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3.2. Human resources costs – salaries 
 
The City of Zagreb owns 60 kindergartens, each of which has its own principal. There is an 
equal number of speech therapists, as well as 67 psychologists and 78,5 healthcare coordinators 
(including one part-time employee). Administrative and accounting tasks are handled by 64 
secretaries, 105 administrative-accounting staff members, and 64,5 heads of accounting. A total 
of 3.522,5 educators are employed, while the maintenance department consists of 61 warehouse 
managers and 136 maintenance workers (janitors). 
 
Kitchen operations are overseen by 71 head chefs, and laundry services employ 95 workers. 
Additionally, 730 cleaners are responsible for cleaning services. 
 
All data was collected from the official websites of each individual kindergarten—their Annual 
Plan and Program for the 2024/2025 academic year—and may vary due to significant 
fluctuations in staffing, primarily caused by temporary employees hired as replacements during 
prolonged sick leave or maternity leave. Regarding salaries, as no publicly available data exists, 
we calculated the annual salaries of the employed personnel based on their numbers. These 
calculations were made according to the parameters defined by the Collective Agreement (The 
City of Zagreb, 2024). The Collective Agreement defines the basic salary as the product of the 
salary base (€792.44) and the coefficient assigned to each position. Additionally, the basic 
salary is increased based on work experience; however, this increase was not accounted for, as 
we could not access specific data for each employee. Another limitation is that salary increases 
for preschool teachers and principals, based on their professional advancement titles, as well as 
the principal’s salary increase based on the number of educational groups in the kindergarten, 
were not included in the calculation. In other words, the personnel salary costs presented in 
Table 2 reflect the minimum required budget for basic salaries, without considering any specific 
increases or other material rights prescribed by law or negotiated through the Collective 
Agreement. Based on our calculations, the total annual minimum cost for employee salaries 
amounts to at least €128.484.446,53 
 

Table 2: Cost of salaries for the kindergartens owned by the City of Zagreb 
 

Job title Number of employees 
 Salaries total 

Per month Annual 
the principal 60 164.035,08 1.968.420,96 
speech therapist 60 129.326,21 1.551.914,50 
psychologist 67 144.414,27 1.732.971,19 
educational rehabilitator 47 101.305,53 1.215.666,36 
pedagogue 85 183.212,13 2.198.545,54 
defectologist 9 19.398,93 232.787,17 
healthcare worker 78,5 165.469,40 1.985.632,76 
kindergarten secretary 64 134.904,99 1.618.859,83 
administrative worker 15 23.773,20 285.278,40 
head of accounting 64,5 139.025,67 1.668.308,08 
accountant 90 142.639,20 1.711.670,40 
preschool teacher 3522,5 7.425.043,93 89.100.527,21 
warehouse manager 61 95.092,80 1.141.113,60 
janitor 136 213.958,80 2.567.505,60 
chef 71 112.526,48 1.350.317,76 
assictant cook 367 529.302,37 6.351.628,48 
laundry personnel 95 103.730,40 1.244.764,75 
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Job title Number of employees 
 Salaries total 

Per month Annual 
husekeeper - cleaner 730 879.877,83 10.558.533,96 
Total 5622,5 10.707.037,21 128.484.446,53 

 
Source: Author's own calculation based on data from Annual Plan and Program for the 2024/2025 academic 

year for kindergartens of the City of Zagreb 
 
 

4. Proposed concept – one legal entity 
 
4.1. Rationale for the merger 
 
As previously discussed, the primary motivations for mergers are operational and financial 
synergies. In the case of public institutions like kindergartens, the main driver for mergers is 
operational synergy, as the cost of capital is less of a concern in the public sector than the 
efficient provision of public services. Operational synergy primarily arises from economies of 
scale, particularly in administrative services, and to a limited extent from economies of scope 
related to special educational services provided by the expert team. 
 
Since kindergartens must remain accessible and locally responsive, mergers cannot result in the 
reduction of facilities or the number of operational staff, such as preschool teachers. The aim is 
to streamline administrative and, to some extent, support services. Additionally, when 
examining the job description of a kindergarten principal, it becomes clear that the principal is 
primarily responsible for operational decisions. Although the principal is the legal 
representative of the kindergarten and bears sole responsibility for the legality of operations, in 
terms of decision-making authority, the principal resembles a first-level manager, as medium-
term and strategic decisions are made by the management board. 
 
Thus, the management board functions as the true top management of the kindergarten, despite 
not being employees of the institution (except for the employee representative). The purpose of 
the merger, beyond creating operational synergy, is to redefine the decision-making structure 
in line with corporate management practices, where the mechanism for overall strategy is 
positioned within the organization (Thys et al., 2023) in a form of the true top management. 
The final outcome would be a two-tier corporate model, with the transformation of the 
management board into a supervisory board, whose primary function would be to oversee the 
board of directors. The principal, along with the directors, would form the board of directors, 
responsible for all management-related issues and for setting long-term goals and guidelines. 
Importantly, as stated by Jungmann (2006), “Simultaneous membership of the management 
board and the supervisory board is not permitted.”.  
 
4.2. Comparable institution 
 
Since there are no examples of mergers in preschool education in Croatia, and other educational 
institutions have not undergone consolidation (universities have independent faculties, and the 
same is true for primary and secondary schools), we used the Clinical Hospital Centre “Sestre 
Milosrdnice” (KBCSM) in Zagreb as a comparable example to gain insight into the potential 
of mergers. 
 
KBCSM has 863 inpatient beds and 2,478 employees. It operates 16 clinics, 6 departments (3 
of which are clinical), a Unified Emergency Hospital Admission unit, a hospital pharmacy, the 
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Institute for Clinical Medical Research, numerous non-medical departments, and 28 reference 
centers of the Ministry of Health across three locations (KBCSM, 2025). Compared to the 
€153,115,439.66 in revenue generated by the 60 kindergartens, KBCSM generated 
€317,088,906.75 in 2024, which is 107.09% more. Despite having fewer than 50% of the 
employees compared to the kindergartens in the City of Zagreb, KBCSM has a more complex 
organizational structure, with a broader range of products and services. This results in less 
predictable business operations, making planning, management, and administration far more 
intricate than in the case of kindergartens. 
 
Both organizations provide different public services, and their processes can be categorized into 
managerial, core, and support activities (Dumas et al., 2018, 55). Given the differences in their 
core client bases, the personnel engaged in core processes at the two institutions are not directly 
comparable. However, the managerial and support activities can be compared. Kindergartens 
employ 292.5 workers in administrative services, while KBCSM employs 263 (KBCSM, 2024). 
At first glance, the numbers may not appear to differ significantly, but a closer analysis of the 
administrative service structures reveals key differences. KBCSM has one director, one vice 
director, and five deputy directors, along with an additional six employees in the director’s 
office responsible for administration. In contrast, kindergartens have a total of 60 principals and 
64 secretaries. This means that in the area of managerial processes, KBCSM's top management 
office consists of 13 members, while kindergartens have 124 members—an 853.85% higher 
personnel count dedicated to managerial activities. 
 
Another interesting area for comparison is the accounting department, which represents support 
activities. Despite the fact that kindergartens manage over 5,500 employees and serve more 
than 29,000 children, KBCSM, with only half the number of employees, provided services to 
nearly 50,000 patients and handled approximately 4.5 million services (authors' estimation 
based on the report from The State Audit Office, 2024). In this context, the kindergarten 
accounting department employs 154.5 staff members, while KBCSM’s accounting department, 
along with its billing and revenue departments, employs a total of 47 people. KBCSM’s 
operational procurement department, which also manages the internal warehouse and maintains 
direct communication with suppliers, consists of 14 employees. In contrast, each kindergarten 
has one warehouse manager, with a total of 60 across all institutions. Additionally, KBCSM 
has a dedicated legal department with 13 employees, whereas kindergartens do not have a 
separate legal department; instead, the 64 secretaries are responsible for handling legal affairs. 
 
4.3. Changes in organizational structure 
 
An organizational structure change is a result of broader organizational change, aimed at 
aligning operations with a changing environment (Král & Králová, 2016). Kindergartens are 
facing increasingly demanding clients (parents) and rising administrative costs. The goal of the 
proposed organizational structure transformation is to streamline administrative processes and 
improve efficiency. The new structure, which draws on KBCSM as a comparator, aims to 
reduce management functions while strengthening the role of the principal and their deputies. 
While the existing organizational structure groups business functions into three main areas—
administration, support services, and operations—we propose that these groupings remain but 
be elevated to a higher level in the new structure. The proposed organization is presented in 
Figure 2.  
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core client bases, the personnel engaged in core processes at the two institutions are not directly 
comparable. However, the managerial and support activities can be compared. Kindergartens 
employ 292.5 workers in administrative services, while KBCSM employs 263 (KBCSM, 2024). 
At first glance, the numbers may not appear to differ significantly, but a closer analysis of the 
administrative service structures reveals key differences. KBCSM has one director, one vice 
director, and five deputy directors, along with an additional six employees in the director’s 
office responsible for administration. In contrast, kindergartens have a total of 60 principals and 
64 secretaries. This means that in the area of managerial processes, KBCSM's top management 
office consists of 13 members, while kindergartens have 124 members—an 853.85% higher 
personnel count dedicated to managerial activities. 
 
Another interesting area for comparison is the accounting department, which represents support 
activities. Despite the fact that kindergartens manage over 5,500 employees and serve more 
than 29,000 children, KBCSM, with only half the number of employees, provided services to 
nearly 50,000 patients and handled approximately 4.5 million services (authors' estimation 
based on the report from The State Audit Office, 2024). In this context, the kindergarten 
accounting department employs 154.5 staff members, while KBCSM’s accounting department, 
along with its billing and revenue departments, employs a total of 47 people. KBCSM’s 
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has one warehouse manager, with a total of 60 across all institutions. Additionally, KBCSM 
has a dedicated legal department with 13 employees, whereas kindergartens do not have a 
separate legal department; instead, the 64 secretaries are responsible for handling legal affairs. 
 
4.3. Changes in organizational structure 
 
An organizational structure change is a result of broader organizational change, aimed at 
aligning operations with a changing environment (Král & Králová, 2016). Kindergartens are 
facing increasingly demanding clients (parents) and rising administrative costs. The goal of the 
proposed organizational structure transformation is to streamline administrative processes and 
improve efficiency. The new structure, which draws on KBCSM as a comparator, aims to 
reduce management functions while strengthening the role of the principal and their deputies. 
While the existing organizational structure groups business functions into three main areas—
administration, support services, and operations—we propose that these groupings remain but 
be elevated to a higher level in the new structure. The proposed organization is presented in 
Figure 2.  
 
 
 

Figure 2: Proposed organization structure of consolidated kindergartens in the City of Zagreb 
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The proposed organizational structure streamlines administrative services by reducing 
management from 60 principals to four professional managers, following a contemporary 
corporate model with a board of directors. The 60 accounting departments are centralized into 
one, and a new legal affairs department is established. Expert teams are consolidated into a 
single department, and a new health services department is created. Centralizing food service, 
housekeeping, and procurement leads to a more efficient support services structure. 
 
In terms of personnel, the proposed organizational changes are expected to result in a reduction 
of 283.5 job positions (see Table 3), with annual savings in salaries estimated at €6.430.749,45 
(see Table 4).  
 

Table 3: Perceived decrease of the total personnel after the merger 
 

Job group 
Before the merger After the merger Decrease 

Number 
Ratio in total 

no. of employees Number 
Ratio in total 

no. of employees   
administration 293,5 5,22% 56 1,05% 237,5 80,92% 
expert advisors 346,5 6,16% 346,5 6,49% 0,0 0,00% 
preschool teacher 3.522,5 62,65% 3.522,5 65,98% 0,0 0,00% 
support services 1.460,0 25,97% 1.414 26,48% 46,0 3,15% 
total 5.622,5   5.339   283,5   

 
Source: Authors 
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Table 4: Perceived savings in salaries after the merger (in euro) 
 

Job group 
Monthly salary Monthly salary 

Before the 
merger 

After the 
merger Difference 

Before the 
merger 

After the 
merger Difference 

administration 604.378,14 115.030,59 489.347,55 7.252.537,67 1.380.367,08 5.872.170,59 
expert advisors 743.126,46 743.126,44 0,02 8.917.517,51 8.917.517,28 0,23 
preschool 
teacher 7.425.043,93 7.425.043,93 0,00 89.100.527,21 89.100.527,21 0,00 
support 
services 1.934.488,68 1.887.940,46 46.548,22 23.213.864,15 22.655.285,52 558.578,63 
 Total 10.707.037,21   535.895,79 128.484.446,53 122.053.697,09 6.430.749,45 

 
Source: Authors 

 
 
5. Discussion 
 
The proposed concept for the new organization of the kindergarten demonstrates significant 
potential economic benefits, particularly in terms of salary savings. However, several 
limitations must be noted. First, the approach is based on a comparator from a different sector, 
meaning the proposed personnel cuts in administration do not accurately reflect the actual 
business processes involved in providing preschool services. Additionally, the potential savings 
are limited to salaries, which reflect a very conservative approach, as the calculation does not 
account for all material rights of personnel. Furthermore, salaries are calculated based on the 
minimal requirements for specific job positions. For example, the salary calculation for 3.515,5 
preschool teachers assumes that all teachers hold a bachelor’s degree with a basic gross salary 
of €2.107,89, even though a substantial number of teachers hold a master’s degree, earning a 
higher base gross salary of €2.155,44. 
 
Moreover, salaries are not the only costs; there may be significant differences in other areas 
related to the administration and functioning of 60 separate entities versus a single legal entity. 
These include transaction costs, procurement, and various services, all of which could benefit 
from economies of scale. For example, each kindergarten, as an individual legal entity, is 
governed by a management council consisting of five members, each of whom is entitled to 
compensation for attending meetings. Assuming that each kindergarten holds five management 
council meetings per year, this results in 300 meetings and a total of 1,500 compensations 
annually. In contrast, a single legal entity would require only 25 compensations for five 
meetings per year. 
 
Based on financial reports from each individual kindergarten, the total revenue of kindergartens 
in the City of Zagreb amounts to €194.474.747,98 while personnel costs total €163.118.029,25. 
In other words, salaries and employee-related benefits in kindergartens across the City of 
Zagreb account for 83.88% of their total operating costs. Therefore, focusing on employee costs 
is more than sufficient to demonstrate the economic potential of mergers in the preschool 
education sector. 
 
The proposed organizational structure of the new legal entity, the kindergarten after the merger, 
is a hypothetical model based on publicly available data, aimed at providing insight into the 
potential benefits of mergers. In reality, before proceeding with streamlining activities and 
merging 60 kindergartens into one, it is crucial to first map the existing business processes, 
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In other words, salaries and employee-related benefits in kindergartens across the City of 
Zagreb account for 83.88% of their total operating costs. Therefore, focusing on employee costs 
is more than sufficient to demonstrate the economic potential of mergers in the preschool 
education sector. 
 
The proposed organizational structure of the new legal entity, the kindergarten after the merger, 
is a hypothetical model based on publicly available data, aimed at providing insight into the 
potential benefits of mergers. In reality, before proceeding with streamlining activities and 
merging 60 kindergartens into one, it is crucial to first map the existing business processes, 

define the desired outcomes for each process, identify areas that can be simplified or 
streamlined, and ultimately propose and standardize new processes (Gupta, 2024). Only after 
completing these steps should we proceed with the merger activities. 
 
The potential of mergers in preschool education is limited due to the legal framework. As 
previously mentioned, the legal framework clearly defines the standards related to the provision 
of educational activities and supporting services. To fully exploit the potential of mergers, the 
number and type of employees should be directly linked to the exact number of children. Further 
analysis would reveal which functional areas have personnel numbers below the standard and 
which have numbers above the standard. 
 
A good example of this is the kitchen. The National Pedagogical Standard for Preschool 
Education (2010) specifies that for every 400 children, there should be 2,5 chefs and 2,5 
assistant cooks. Based on the enrollment of 29.224 children in preschool education programs 
in 2024, kindergartens in the City of Zagreb should employ 183 chefs and 183 assistant cooks. 
Currently, all 60 kindergartens employ 71 chefs and 367 assistant cooks. In total, this means 
that there are 72 more kitchen staff employed than the standard requires (438 workers employed 
versus 366 workers needed). However, the distribution of kitchen staff does not align with the 
standard: there is a deficit of 112 chefs and a surplus of 184 assistant cooks. 
 
It should be noted that if adjustments were made to align with the National Pedagogical 
Standard for Preschool Education (2010), the potential savings in personnel costs would be 
even greater. However, such an assessment would require an in-depth analysis of the business 
processes of each individual kindergarten. The proposed merger of kindergartens is a large-
scale initiative, involving 60 separate legal entities. As a result, it would have three major 
implications typical of the public sector: redistribution of power, policy changes, and economic 
impacts (Halligan, 2015). While this paper primarily focuses on the economics of mergers, it is 
equally important to consider the redistribution of power. The proposed merger would eliminate 
59 principal positions and the corresponding management boards, which currently consist of 
295 members. This means that merging the 60 kindergartens into one would centralize power 
in the hands of just four board members and between five and seven management board 
members, as defined by the Preschool Education Act. 
 
Policy changes fall within the domain of local government. However, to fully capitalize on the 
benefits of the merger, some adjustments to the legal framework governing preschool 
institutions would be necessary. Two major changes would be required: first, modifications to 
the responsibilities of the managing board (as outlined in Articles 34 and 35 of the Preschool 
Education Act, 2023), shifting its role to a more supervisory and less operational focus; and 
second, revisions to the job description of the kindergarten principal, as defined by the statute 
of each individual kindergarten, to empower them to take on a more strategic role.  
 
Redistribution of power, policy changes, and economic factors are also major obstacles in 
streamlining business processes. With the redistribution of power, sources of authority not only 
shift but also diminish. Policy changes move control from the macro environment to the internal 
environment, while economic factors redefine the human resources structure, shifting from 
administrative roles to expert roles. All three aspects of mergers directly impact various 
stakeholders: local politicians and members of the management board would be affected by the 
redistribution of power and policy changes, as their numbers would decrease, and their 
influence over operational activities would diminish. Existing principals and administrative 
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employees would be directly impacted by economic factors, as their job descriptions would 
change with the likely reduction in the number of administrative and management positions.  
 
 
6. Conclusion 
 
Mergers in the public sector are not a new concept; however, in the education sector, they have 
been insufficiently explored, with the exception of higher education. Preschool education in 
Croatia is highly fragmented, primarily due to the fact that preschool institutions fall under the 
jurisdiction of local governments, which consist of 428 municipalities and 127 towns and cities 
(Ministry of Justice, Public Administration and Digital Transformation, 2025). The City of 
Zagreb is unique in that it owns 60 kindergartens and, therefore, can directly benefit from 
merging them into a single legal entity, leveraging the operational synergies. However, the full 
benefits of such a merger should be further explored, as the proposed concept relies on publicly 
available data without a deeper analysis of business processes and related job positions. Initial 
research suggests that mergers in education, in general, can have beneficial effects, making the 
preschool system more manageable and providing better value for money. In addition to the 
economic benefits, further research on the political and policy aspects is needed to assess the 
long-term viability of mergers. 
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ABSTRACT 
 

Our world is increasingly shaped by rapid technological progress and globalization, making 
innovation a critical driver for maintaining economic relevance and fostering societal prosperity. 
Innovation stimulates economic growth by enhancing productivity, strengthening competitiveness, 
and supporting sustainable development. Well-designed innovation policies not only accelerate 
technological progress but also create high-quality jobs and enhance both national and regional 
resilience to economic uncertainties. 
 
This paper examines the importance of innovation metrics in assessing economic development, with 
a focus on the Global Innovation Index (GII) as a key tool for evaluating national innovation capacity. 
The study specifically analyzes the innovation performance of Southeast European (SEE) countries, 
comparing them to the leading country in innovation using selected GII indicators, such as Human 
Capital and Research, Business Sophistication, and Knowledge and Technology Outputs. 
 
Using secondary data from Global Innovation Index (GII) reports published by the World Intellectual 
Property Organization (WIPO) and other sources, this research analyzes ranking trends and 
performance indicators for SEE countries. By identifying key trends and challenges, the paper 
assesses the influence of innovation-driven policies on regional development and economic 
transformation. The analysis highlights strengths and weaknesses in the innovation ecosystems of 
SEE countries and identifies gaps compared to the world's innovation leader. 
This study contributes to the broader discourse on the role of innovation metrics in shaping economic 
policies and investment strategies. It provides valuable insights for policymakers, researchers, and 
business leaders to support sustainable development and improve the regional competitiveness of 
SEE countries within the global innovation landscape. 
 
Key words: innovation, SEE, Global Innovation Index (GII), economic development, innovation  
                  metrics 
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1. Introduction 
 

Throughout history, the concept of innovation has evolved from a simple idea into a complex 
process encompassing both technical invention and its commercial application. According to 
one of the most frequently cited definitions, innovation can be described as the process of 
transforming an idea into practical application and realization (Trott, 2005). On the 
macroeconomic level, innovation plays a key role in enhancing productivity, strengthening 
competitive advantages in international trade, and improving the quality of life of citizens. It is 
essential for maintaining a dynamic economy capable of adapting to constant changes and 
challenges. 
 
In modern economies, shaped by rapid technological progress and dynamic transformations, 
innovation occupies a central place in growth and competitiveness strategies. Beyond 
redefining how products and services are created, technological change also affects the nature 
of work, enabling talented individuals to connect with the market in new and more efficient 
ways. Continuous improvement and the development of new knowledge and skills have become 
critical factors for competitiveness and the long-term survival of companies, highlighting the 
importance of innovation for economic success. 
 
The importance of innovation as a foundation for economic growth and development is 
increasingly recognized by economic actors and policymakers. Just as personal development is 
essential for individual progress, continuous innovation is necessary for enterprises to remain 
competitive and achieve sustainable development. The most developed countries of the 21st 
century are those that have strategically invested in education, science, and technology, thereby 
creating knowledge and creativity-based societies. 
 
Innovations, ranging from breakthrough technologies to new business models, play a crucial 
role in shaping modern economies and societies. They not only boost productivity and 
competitiveness but also contribute to addressing societal challenges, promoting sustainability, 
and enhancing quality of life. In this context, creating a stimulating environment for innovation 
has become a strategic priority for countries worldwide. Consequently, measuring 
innovativeness represents an important process that enables countries to align their 
development with global trends. 
 
However, assessing innovativeness comes with numerous challenges, as this complex concept 
cannot be fully quantified using traditional economic indicators such as gross domestic product 
(GDP) or research and development (R&D) expenditures. Measuring innovation is a 
multidimensional process that requires the integration of various indicators to provide a 
comprehensive picture of the innovative capacities of individual countries. There are no 
universally defined rules on which dimensions of innovation should be measured or which 
performance indicators are key, which further complicates the process. 
To enable comparative analysis of innovativeness among countries, various methodologies 
have been developed, with the Global Innovation Index (GII) standing out among them. This 
index provides a comprehensive overview of countries’ innovation capabilities and 
performance by analyzing various indicators, including input factors, innovation outputs, and 
the innovation-conducive environment. As a key tool for quantifying innovativeness, the GII 
allows for comparisons of innovative capacities across countries and offers insights into their 
strengths and weaknesses. 
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In the context of Southeast Europe, analyzing innovativeness through the Global Innovation 
Index (GII) provides insight into the current state and helps identify key factors influencing the 
region’s innovation potential. Since innovation serves as a driving force for economic growth 
and development, understanding the innovation landscape of Southeast Europe can contribute 
to the formulation of effective strategies for enhancing competitiveness and achieving long-
term economic prosperity in the region. 
 
The subject of this research is a comparative analysis of the innovation potential of Southeast 
European countries over the past five years, using parameters from the Global Innovation Index. 
Within the GII indicators, special emphasis is placed on Human Capital and Research, Business 
Sophistication, as well as Knowledge and Technology Outputs. 
 
To gain a deeper understanding of the innovative capacities of Southeast Europe in a regional 
context, the following questions must be addressed: 

 How have countries in the region ranked on the Global Innovation Index over the past 
five years? 

 What are the key innovation areas in which Southeast European countries have 
advanced or regressed compared to the SEE regional average? 

 
The aim of this paper is to assess the innovation performance of the Southeast European region 
over the past five years using GII indicators, and to identify the region’s strengths and 
weaknesses in this regard. 
 
Aligned with this aim, the primary objective of the paper is to provide a comprehensive 
understanding of the innovation landscape in Southeast European countries. This is achieved 
through an analysis of selected indicators from the Global Innovation Index, with the aim of 
identifying the region’s strengths and weaknesses in comparison to both the highest-ranked 
Southeast European country and the top-ranked country globally over the past five years. 
Switzerland is introduced as the reference country, as it consistently holds the position of the 
most innovative country in the world according to most of the analyzed reports. Based on the 
Global Innovation Index reports from 2020 to 2024, Slovenia, Malta, and Cyprus have been 
identified as the top-performing countries within Southeast Europe region. 
 
The paper is structured to begin with a theoretical foundation addressing whether innovations 
drive economic growth and development, and examining the extent of their importance for 
national and regional progress. This is followed by a presentation of the research methodology 
used in the study. 
 
Next, the definition, concept, and structure of the Global Innovation Index are explained. 
The central part of this paper presents a comparative analysis of the Southeast European region, 
utilizing indicators from the Global Innovation Index (GII). Through comprehensive table of 
country rankings, graphical representations, and detailed result analysis, the study provides 
insights into the innovation potential of the region. Drawing on GII reports from 2020 to 2024, 
the overall rankings of the selected countries are presented, with particular emphasis placed on 
the following indicators: Human Capital and Research, Business Sophistication, and 
Knowledge and Technology Outputs. 
 
The paper concludes with a summary of key findings and a list of references used in the 
research. 
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2. Theoretical background 
 

Innovation is a key driver of regional economic growth, as it enables increased productivity, 
the creation of well-paid jobs, and the attraction of investment. Particularly important are 
factors such as the presence of research institutions, technology centers, and innovation policies 
that foster collaboration between universities and industry. This collaboration facilitates faster 
knowledge transfer and the application of new technologies in the economy, thereby increasing 
the region's efficiency and resilience to economic crises. Innovation processes play an essential 
role in sustainable regional development, as well as in the progress of all countries that are part 
of a given region (Martin & Ottaviano, 2001). Innovations not only improve the economic 
performance of a region but also enable sustainable development based on knowledge and 
technology (Kijek et al., 2023). Therefore, it can be said that the ability to generate and apply 
new knowledge and innovations represents one of the key drivers of regional development. 
Regions that invest in research and development, support entrepreneurship, and create a 
favorable environment for innovation can achieve significant competitive advantages in the 
global economy. 
 
The quality and success of innovations are crucial for enhancing competitiveness (Chursin et 
al., 2016). Competitiveness should also be supported by business sophistication in order to meet 
the demands of global competition. In an innovation-driven economy, business sophistication 
and innovation have bilateral impacts, as they are considered the main pillars of 
competitiveness. Business sophistication, which refers to the quality of business networks and 
the quality of operations and company strategies, is also one of the factors that promotes 
economic growth by improving efficiency, productivity, and profitability in the marketplace. 
Joseph Schumpeter was one of the first scholars to use the concept of innovation in its modern 
sense in his research. As early as the beginning of the 20th century, he introduced a modern 
perspective on the notion of innovation. He argued that innovation should not be viewed merely 
as an invention or discovery, but rather as a transformative change through which these 
inventions can impact industry, the economy, and society as a whole. He introduced the concept 
of creative destruction, which describes how old industries are sometimes displaced by the 
emergence of new inventions—and that this is precisely the moment when economies 
experience significant and rapid advancement. He believed that true innovation occurs in waves 
or cycles. As early as 1911, he emphasized that innovation is not only about new products but 
also about finding more efficient ways of doing things (Schumpeter, 1911). 
 
Schumpeter described innovation as “the fundamental driving force that keeps the capitalist 
engine in motion and stems from new consumers, new products, new methods of production, 
transportation, new markets, and new forms of industrial organization created by the enterprise” 
(Skawinska & Zalewski, 2009). He also argued that innovation is the source of economic 
change, claiming that economic development is driven by innovation through a dynamic 
process in which new technologies replace the old. In this context, he identified five types of 
innovation: the introduction of a new product, the introduction of a new method of production, 
the opening of a new market, the conquest of a new source of supply of raw materials or semi-
finished goods, and the implementation of a new form of organization (Yang, 2006). 
 
Not every idea or technical solution qualifies as an innovation, but rather as an invention (or 
discovery) that becomes an innovation through commercialization. An exceptional idea that 
represents a significant improvement but fails to achieve market validation and does not 
generate benefits for the market participant is not considered an innovation. Therefore, 
discovery is a relative concept, as the idea alone does not guarantee market success (Deakins & 
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Freel, 2012). History demonstrates a significant potential for the creation of new industries and 
the improvement of existing ones (Mauborgne & Kim, 2005). From this, it follows that an 
innovative organization is characterized by its ability to channel its creative efforts into useful 
outcomes. However, ideas that may develop into innovations do not originate solely within 
economic entities, nor are they only the result of market research or laboratory work. 
 
According to Smith (2010), the sources of innovation can be individuals, corporations, users, 
employees, and external actors. In addition to facing numerous challenges on both the global 
and domestic markets, companies are also confronted with growing competition, while 
consumers are becoming increasingly demanding in terms of how their needs are met. This puts 
pressure on organizations and their ability to respond to these demands (Stamatović, Vukajlović 
& Cvetanović, 2016). This is yet another reason why innovative activity is required at all 
levels—from employees within organizations to national policy frameworks. 
According to the classical theory of economic growth (Solow, 1957), productivity and 
economic growth depend on three factors that are inseparably linked to innovation. The central 
premise of this theory is that capital (capital investments) and labor (human resources) alone 
are insufficient to explain long-term economic growth. Rather, economic growth is primarily 
the result of technological progress. 
 
In other words, long-term growth is achieved through increases in productivity, not merely 
through the expansion of production factors such as capital and labor. Solow developed a 
mathematical model that illustrates how technological progress accumulates over time and 
impacts the growth of gross domestic product (GDP). One of the key implications of his theory 
is the concept of convergence. The theory posits that societies with lower living standards tend 
to grow more rapidly in terms of GDP, while more developed societies grow at a slower pace. 
This is due to the fact that less developed societies are able to leverage the existing technology 
and experience of more advanced nations. While Solow’s theory is significant and provides a 
fundamental framework for understanding the factors that influence long-term economic 
growth, later research and theories have taken into account more complex variables, such as 
education, innovation, and institutional frameworks. 
 
When there is a lack of coordination between institutional activities and objectives within an 
economy, the result is often weak economic performance. This particularly refers to poor 
coordination among institutions within national innovation systems, which are simultaneously 
responsible for implementing macroeconomic policies and conducting innovation policy as a 
synthesis of scientific, technological, and industrial policies (Nasiff, 2007). 
Economic entities, through their independent activities, cannot achieve significant innovation 
outcomes without government support and the intervention of regulatory and institutional 
frameworks that stimulate active innovation policies. The absence of adequate institutions (e.g., 
research capacities, equipment, etc.) can be partially mitigated by the actions of a modern state. 
Open questions surrounding inadequate national and international competitiveness increase the 
pressure on governments to intervene in the field of innovation. Therefore, active innovation 
policies are a common feature in both small and large emerging economies (Freeman & 
Lundvall, 1988). Despite the existence of numerous innovation incentives, there are also many 
barriers to innovation success. Innovation management often requires operating under 
conditions marked by ambiguity, uncertainty, and risk (Jančetović & Erić, 2012). 
 
In some cases, years of effort toward improving a particular business process, product, or 
service may end in failure due to unforeseen circumstances, often accompanied by high costs 
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(e.g., lack of market acceptance, competition outpacing the innovation, or national and global 
market changes due to crises). 
 
According to classical economic theory, countries should focus on producing goods in which 
they have an absolute advantage. However, Krugman’s version of the theory emphasizes 
comparative advantage, meaning a country should specialize in the production of goods in 
which it is relatively more efficient, even if it does not have an absolute advantage. He also 
highlights that innovation and the development of new products can lead to increased product 
diversification within an economy. This is important because it enables countries to produce a 
broader range of goods, thereby becoming more competitive in global markets. Krugman is also 
well known for his research on the geographical concentration of economic activity, known as 
“agglomeration.” According to his theory, firms often cluster in specific geographic locations 
to take advantage of proximity to other firms and skilled labor. 
The integration of innovation, product diversification, comparative advantages, and 
agglomeration can boost a country's exports and contribute to its economic growth. All of this 
provides opportunities for companies in these countries to efficiently develop new products and 
industries, create jobs, and gain competitive advantages in international markets (Krugman, 
1980). 
 
 
3. Methodology 
 
Measuring innovativeness is a key instrument for strategically guiding national economies 
toward innovation-driven growth models (Borocki, et al, 2013). A systematic assessment of 
innovation capacities enables the identification of comparative advantages and structural 
weaknesses of individual countries, providing a foundation for designing effective policies and 
mechanisms to foster innovation. 
 
Given the multidimensional nature of innovation, its quantification requires the application of 
complex models based on a broad spectrum of parameters. Through this approach, global 
economies are ranked according to their level of innovativeness using various methodological 
frameworks and indicators published in annual reports (Tekić et al., 2012). 
 
In this research, the authors analyzed official secondary data obtained from the Global 
Innovation Index (GII) reports for Southeast European countries (WIPO 2020-2024), classified 
according to the UNESCO methodology (UNESCO, 2025), for the period 2020–2024.  
 
A comparative analysis of 14 Southeast European (SEE) countries and Switzerland, the world's 
top-ranked country, based on overall rankings and specific indicators, enabled the examination 
of dynamic changes in the region's innovation performance. The collected data were 
systematized and presented in both tabular and graphical formats, providing a clear basis for 
further analysis and interpretation of the key factors shaping the innovation potential of the 
observed countries. 
 
 
4. GII Index 
 
The Global Innovation Index (GII) is an annual ranking of countries based on their innovation 
capacity and performance, published by the World Intellectual Property Organization (WIPO). 
It was established in 2007 by INSEAD (Institut Européen d'Administration des Affaires – the 
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European Institute of Business Administration) and the British magazine World Business, and 
was conceptualized by Soumitra Dutta. The primary goal of the index is to provide a 
comprehensive overview of innovation within societies by identifying and developing relevant 
metrics and methodologies. Through this framework, the best- and worst-performing global 
economies are ranked based on their innovation capacities, offering insight into the strengths 
and weaknesses of national innovation policies and practices. 
 
Conceptually, the GII ranking is based on two equally important sub-indices that together 
portray a complete picture of innovation: the Innovation Input Sub-Index and the Innovation 
Output Sub-Index. Each sub-index is structured around specific pillars—five input pillars and 
two output pillars. 
 
The five input pillars are: 

 Institutions 
 Human capital and research 
 Infrastructure 
 Market sophistication 
 Business sophistication 

 
The two output pillars are: 

 Knowledge and technology outputs 
 Creative outputs 

 
The input pillars capture elements of the national economy that enable innovation, while the 
output pillars reflect concrete evidence of innovation results. The GII is a key source of 
information for shaping innovation policy, although measuring innovation outcomes remains a 
highly complex task. The index focuses on assessing the environment and infrastructure for 
innovation, as well as evaluating the effects of innovation-related factors. 
 
Although the final results of the GII include rankings, its core objective is to improve 
measurement methodologies, deepen the understanding of innovation, and identify targeted 
policy actions. Additionally, it promotes best practices and other initiatives that foster 
innovation. The extensive data provided by the GII—at the index, sub-index, and indicator 
levels—enable tracking of performance over time and comparisons with other economies in the 
same region. Particular emphasis in this work is placed on the WIPO annual reports for the 
period 2020–2024 (WIPO, 2020–2024).  
 
 
5. Research results 

 
This section presents the results of the comparative analysis of Southeast European countries 
based on the selected indicators from the Global Innovation Index (GII) over the period 2020–
2024. The analysis focuses on three key pillars: Human Capital and Research, Business 
Sophistication, and Knowledge and Technology Outputs. These pillars were selected due to 
their strategic importance in shaping innovation capacities and driving regional economic 
development. 
 
The results are organized in a way that allows for the identification of trends and performance 
dynamics within the observed period. The data are presented through comparative tables and 
are supplemented by Switzerland’s performance as a benchmark country, providing additional 
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context to assess the innovation gap between the Southeast European countries and the world 
innovation leader. 
By analyzing the changes in GII rankings over the five-year period, this section highlights both 
the progress and persistent challenges faced by the countries in the region, offering valuable 
insights for policy formulation and the design of targeted interventions aimed at strengthening 
the innovation ecosystem. 
 

Table 1: Comparative Overview of Global Innovation Index rank - Southeast European 
Countries and Switzerland (2020-2024) 

 
Country 2020 2021 2022 2023 2024 
Albania 83 84 84 83 84 

Bosnia and Herzegovina 74 75 70 77 80 
Bulgaria 37 35 35 38 38 

Montenegro 49 50 60 75 65 
Croatia 41 42 42 44 43 
Cyprus 29 28 27 28 27 
Greece 43 47 44 42 45 
Malta 27 27 21 25 29 

Moldova 59 64 56 60 68 
North Macedonia 57 59 66 54 58 

Romania 46 48 49 47 48 
Serbia 53 54 55 53 52 

Slovenia 32 32 33 33 34 
Turkey 51 41 37 39 37 

SEE regional average 49 49 49 49 49 
Switzerland 1 1 1 1 1 

 
Source: WIPO (GII reports 2020-2024) 

 
The data presented in Table 1. show the ranking of Southeast European countries according to 
the Global Innovation Index (GII) for the period 2020–2024. The best-ranked countries in the 
region throughout the observed period are Malta and Cyprus, with Cyprus maintaining a stable 
position around the 27th place, while Malta shows slight fluctuations but remains among the 
top 30 countries. Slovenia also holds a strong position, consistently ranking among the top 35 
most innovative countries globally (32nd place in 2020 and 34th place in 2024). 
 
Greece and Bulgaria demonstrate solid but variable results, while Croatia and Romania 
maintain a stable mid-range position within the region. Turkey and Serbia show slight progress, 
while Moldova, Montenegro, North Macedonia, Bosnia and Herzegovina, and Albania remain 
below the regional average, with Albania consistently ranked among the lowest (84th place). 
The average rank of Southeast European countries remains unchanged at 49th place throughout 
the observed period, indicating stagnation in comparison to global innovation trends. 
Switzerland, as the reference country, consistently holds the first position worldwide. 
 
The key conclusion of this analysis is that significant differences in innovation capacities exist 
within the Southeast European region, with a few countries showing stable or slight 
improvement, while the majority experience stagnation or decline. These findings highlight the 
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need for additional investment in innovation, research, and development across the entire 
region. 
 
Some of the most important factors and pillars influencing a country's innovation capacity and 
its position in the Global Innovation Index are Human Capital and Research, Business 
Sophistication, and Knowledge and Technology Outputs, which are the focus of the subsequent 
analysis. 
 

Graph 1: Comparative overview of ranking values for the input pillar Human Capital and 
Research - Southeast European Countries and Switzerland (2020-2024) 

 

 
 

Source: WIPO (GII reports 2020-2024) 
 
The data presented in Graph 1. show significant disparities among Southeast European 
countries in the area of Human Capital and Research. The average rank of Southeast European 
countries according to this indicator remains unchanged at 55th place throughout the observed 
period. 
 
According to this innovation indicator, Slovenia and Greece lead the region, consistently 
ranking among the global top 30. Malta demonstrates one of the most positive trends, improving 
from 52nd to 35th place, while Cyprus and Croatia maintain stable or slightly improved 
positions. Serbia, Bulgaria, Montenegro, and Turkey occupy mid-range positions within the 
region, with slight fluctuations. Albania, Bosnia and Herzegovina, Moldova, North Macedonia, 
and Romania remain among the lowest-ranked countries, with Albania experiencing a 
continuous decline to 101st place in 2024. Switzerland, as the reference country, consistently 
ranks among the global top five in this pillar.  
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In conclusion, the region shows pronounced internal disparities, with a few countries recording 
progress, while most experience stagnation or decline, highlighting the need for increased 
investment in education and research. 
 

Graph 2: Comparative overview of ranking values for the input pillar Business 
Sophistification - Southeast European Countries and Switzerland (2020-2024) 

 

 
 

Source: WIPO (GII reports 2020-2024) 
 
The results presented in Graph 2. indicate a significant gap among Southeast European countries 
in the area of Business Sophistication. The average rank of the SEE countries over the five-year 
period remains unchanged at 55 across all observed years.  
 
Malta stands out as the most successful country, consistently maintaining positions among the 
global top 20. Cyprus and Slovenia also achieve strong performance, continuously ranking among 
the top 30 countries. In the mid-range are Bulgaria, Romania, Croatia, Greece, and Turkey, which 
hold stable but not substantially improved positions throughout the observed period. Serbia, North 
Macedonia, and Montenegro show slight progress but remain in the lower half of the regional 
ranking. At the bottom of the list are Bosnia and Herzegovina, Moldova, and Albania, with 
persistently weak results, indicating limited business sophistication and a lack of structural 
reforms in the business environment. As a global leader, Switzerland consistently ranks among 
the world's top five countries throughout the entire period, including in this important pillar of 
innovation.  
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The analysis of this indicator shows that only a small number of countries in the region 
demonstrate maturity and progress in business sophistication, while the majority continue to lag 
behind, highlighting the need to enhance corporate innovation capacity, support 
internationalization, and strengthen collaboration with the research sector. 
 
Graph 3: Comparative overview of ranking values for the pillar Knowledge and Technology 

Outputs - Southeast European Countries and Switzerland (2020-2024) 
 

 
 

Source: WIPO (GII reports 2020-2024) 
 

The data from Graph 3. reveal significant disparities among Southeast European (SEE) 
countries in the area of  Knowledge and Technology Outputs. The average rank for the region 
during the observed period is 49, indicating overall stagnation.  
 
The best-performing countries throughout the entire period are Cyprus, Bulgaria, and Slovenia, 
which consistently rank among the top 30 countries globally. Croatia, Greece, and Malta 
maintain stable mid-range positions, with slight improvements observed for Croatia and Malta. 
Serbia, Turkey, and Romania achieve moderate results, showing stable but not significantly 
improved rankings over the period. Other countries, including Moldova, North Macedonia, 
Montenegro, Bosnia and Herzegovina, and particularly Albania, remain at the lower end of the 
rankings, with Albania consistently recording the weakest performance in the region. 
Switzerland, as the global leader in innovation, holds the first position throughout the entire 
observed period, reaffirming its exceptional strength in knowledge and technology outputs.  
This analysis confirms pronounced internal disparities in the region's innovation capacities in 
the field of knowledge and technology. Only a few countries demonstrate stable or improving 
performance, while the majority remain below the regional and global average, emphasizing 
the need to strengthen knowledge transfer, technological development, and the 
commercialization of innovations. 
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The analysis of innovation performance among Southeast European countries for the period 
2020–2024, across the indicators Human Capital and Research, Business Sophistication, and 
Knowledge and Technology Outputs, reveals an uneven and insufficiently dynamic pattern of 
development. Although Slovenia has positioned itself as the regional leader with stable rankings 
across all analyzed indicators, its progress remains modest. Cyprus, Malta, and Croatia 
demonstrate solid performance, while Serbia shows moderate growth, yet without a 
breakthrough into a higher level of innovation competitiveness. 
 
Particularly concerning is the fact that the majority of countries, including Albania, Bosnia and 
Herzegovina, Moldova, and Montenegro, continue to struggle with structural weaknesses, such 
as insufficient investment in research and development, brain drain, and weak collaboration 
between science and industry. 
 
In this context, Switzerland continues to serve as a global benchmark for innovation excellence, 
highlighting the critical role of systemic coordination between education, research, and industry 
in achieving sustainable innovation success. In contrast, most Southeast European countries 
still lack sufficiently developed institutional capacities and clearly defined strategies that would 
enable them to move from the phase of imitation to the phase of creating original knowledge 
and technological innovations. 
 
 
6. Conclusions 
 
This study examined the role of innovation metrics, with a particular focus on the Global 
Innovation Index (GII), in assessing the economic development of Southeast European (SEE) 
countries. The analysis confirmed the central thesis that innovation is a key driver of economic 
growth, productivity, competitiveness, and sustainable development, particularly in the context 
of an increasingly globalized and technologically advanced world. 
 
The comparative analysis of SEE countries in relation to global leaders revealed significant 
heterogeneity in innovation performance across the region. Although some countries have 
achieved notable progress in certain innovation dimensions, primarily due to their higher levels 
of economic development, the region as a whole continues to lag behind global frontrunners. This 
innovation gap reflects missed opportunities for accelerated economic growth, the creation of 
high value-added jobs, and the strengthening of resilience to economic shocks, which are 
increasingly characteristic of modern market economies. 
 
The research also identified key areas that require intensified reform efforts and investment. 
Priorities include improving innovation infrastructure, strengthening cooperation between 
academia and industry, and encouraging investment in research and development (R&D). 
Furthermore, the findings highlight the need for more effective and context-sensitive innovation 
policies that can significantly contribute to accelerating technological development, enhancing 
regional competitiveness, and reducing development disparities within the SEE region itself. 
This study contributes to the existing body of literature by providing empirical insights into the 
innovation performance of the observed SEE countries, a region often underrepresented in 
international innovation research. The findings have significant practical implications for 
policymakers in terms of advancing and strengthening innovation, as well as for academia, the 
business sector, and other relevant stakeholders, offering concrete recommendations for 
enhancing innovation ecosystems and supporting sustainable economic development. 
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Future research should focus on a deeper analysis of specific institutional, cultural, and socio-
economic factors that may hinder or foster innovation in SEE countries. This also represents 
one of the main limitation of this research. Additionally, longitudinal studies examining the 
long-term effects of innovation policies on economic performance could provide valuable 
insights for shaping more effective strategies for economic growth and development, as well as 
for innovation-driven transformation of the region, enabling it to effectively respond to future 
challenges and maintain its innovation competitiveness both within Europe and globally. 
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